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USE TRAINING NEURAL
NETWORKS FOR PREDICTING
PRODUCT DEVELOPMENT OF IT PROJECT

The state of development of innovations in Ukraine is characterized by an increase in development on the basis of
start-up projects with the use as a project product of information systems of varying complexity. The article analyzes
the weak survivability of the results of start-up projects. The conclusion on the need to predict the stages of develop-
ment of IT project products based on the analysis of the processes of interaction of users (customers) with the infor-
mation system (product). In this article, components of the model of forecasting of IT products development of innova-
tive start-up projects are considered based on the analysis of formed datasets of the interactions of prospective clients.
We offered the algorithm of formation of initial datasets based on Customer Journey Map (CJM), which are the tool of
fixing of events of the interaction of clients with the system. Examples of models of analogues of clients' travel maps are
given, which are the basis for recording and analyzing interactions. This fact is the basis for the formation of appropri-
ate data sets of large dimension. As a mechanism for processing big data sets and building strategies for IT products
development, it is proposed to use a learning neural network. Mathematical models for further modeling and analysis of
the obtained results are built. We used a simple linear regression analysis to model the relationship between a single
explanatory variable and a continuous response variable (dependent variable). An exploratory data analysis method
was applied to the available data to find repetitive patterns and anomalies. In the course of the research, we construct-
ed a model of linear regression implementation using the gradient optimisation approach. The linear models of the
scikit-learn library for the regression task were also applied, and the stabilisation regression method was implemented.
Modelling and analysis of the obtained results were carried out, which showed greater efficiency over the extended life
cycle of IT project products.

Keywords: start-up; information interaction; customer journey map; forecasting.

1. INTRODUCTION

At the current stage of development of
information systems engineering technologies,
innovations in the form of start-up projects are
becoming increasingly important [1]. Such projects
are often formalised as separate commercial
enterprises to obtain funding and financial
profitability. Often, such companies are represented
with the implementation of SaaS (Software as a
Service) distribution model [2] or B2B (Business to
Business) transactions [3]. Such business models
have problems with long sales cycles, as the decision
of the client is collective and depends on many
factors. The success of the product development and,

accordingly, the efficiency of the enterprise depends
on the indicator of the quality of customer service at
information interaction with the IT system.
However, to define directions of development of
such products, it is not simple. For this purpose, it is
necessary to form datasets during some period,
characterising points of preferable information
interaction of different kinds of clients, and also to
spend analytics and to predict directions of such
development.

The method of information interaction that has
proved to be effective in many projects can be used
to solve these problems. It is based on the analysis
of the "journey" (interaction with IT product) of the
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prospective client (Customer Journey Map — CIM)
[4, 5]. Also, it is necessary to combine millions of
events, which will provide the necessary analysis of
the impact on the customers' journeys and will
determine the future content of projects to develop
such IT products.

By analysing [6] millions of real-time interaction
data points, it will be possible to find the most
critical customer movement events in the system [7]
and prioritise those opportunities that have a
significant impact on business objectives, such as
increasing revenue, reducing customer churn,
improving customer service [8] and developing
innovations in the company.

However, sufficient constructive and
technological complexity of construction of
programs of development of complex IT products
demands the use of the project approach [9-12]
wherein processes of creation and development of
such  systems methods and information
technologies of project management are applied.

Experience shows that for analytical processing of
considerable volumes of the information of
interaction of clients with IT system use of methods
of artificial intelligence (Al) will have a significant
influence on the efficiency of development programs
(of projects) creation.

The search for optimal variants of distribution of
resources at the preparation of development
programs in innovative projects can reduce terms of
performance of project tasks and, as a result,
decrease their cost. At the same time, predicting the
impact of interaction with clients [13] on the
variants of development programs in such projects is
a multidimensional task that can be solved using
technologies of modern artificial neural networks
[14]. Besides, it is necessary to take into account
numerous changes [15] that affect various
parameters of innovative projects and significantly
affect the negative results of their implementation.

Thus, consideration of the possibilities of
experimental use of the Customer Journey Map and
artificial neural networks in the research of
improving the quality of interaction of numerous
clients based on optimal development programs of
start-up projects is an actual challenge.

2. ANALYSIS OF RECENT
RESEARCH AND PUBLICATIONS

Application of the project approach to start-up
development and effective use of products of these
projects at the creation of modern IT were
considered in research papers [9-16]. In [9], new
models of management of innovations in projects
based on the use of Markov processes are offered.
This approach can be used for further development

of start-up projects. However, there is no
assessment of the value of products for customers
of such projects. The [10] contains a description of
the competency models that can be applied to Start-
up project teams by the customer. However, there
are no methods of interaction between users and the
customer's team here.

The [11] provides a detailed description of the
process approach for managing any kind of projects,
and the specifics of innovation project management are
considered separately. However, the processes of
management of the creation and development of a
product are not given. At the same time, [12] describes
integrated methodologies for organisational and
product management of development projects.
However, methods of an estimation of the efficiency of
communication interaction are insufficiently described.
In [13, 14, 16] approaches to the management of
complex IT projects based on proactive (anticipatory,
predictive) management with the use of methods of
artificial intelligence, in particular, with the use of
artificial neural networks, have been proposed.
However, studies based on interaction with clients
have not been conducted.

The use of methods to assess customer interac-
tions in SaaS and B2B business models based on
Customer Journey Map has been highlighted in [4,
17-19]. As noted in these papers, such developments
should be based on new tools to assess the produc-
tivity (value) of customer interaction with the IT
product as feedback. Here we can use well-proven
customer journey models though it is not specified,
how to process rather big data on numerous indica-
tors analytically.

Then, considering aspects of application of
intellectual tools for the analysis and forecasting
based on the processing of a big data set from the
interaction of clients, it is possible to consider papers
[20-27]. In these papers, it is noted that the most
acceptable for us, in terms of intellectual forecasting
of the composition of programs for the development
of complex IT products, is the use of trainable neural
networks. Furthermore, it will be useful in our case
to build a model of linear regression implementation
[23] using the gradient optimisation approach [27].

The goal of the article is to justify and develop a
model for predicting the composition of the program
for the development of complex products of start-up
projects using the analysis of customer interaction
data based on the Customer Journey Map and the
application of trainable neural networks.

The main objectives of this study are as follows:

1. Identify the interaction elements that form the
basis of the Customer Journey Map to create survey
datasets within one year.

2. Development of a model for forecasting the
composition of development programs, taking into
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account maximum customer loyalty and retention in
their interaction with the IT system.

3. Development of algorithms for modelling the
neural network training processes and setting up the
forecasting processes.

3. MODEL DEVELOPMENT AND USE
OF MODELLING METHOD

A. Constructing customer interaction models
with IT product based on journey maps

As mentioned above, one of the effective tools to
assess the quality of user interaction with the IT
product is the customer journey map (CIM). It is a
tool for visualising of the interaction of the
consumer with a product or service. Creating a CIM
is both a process of analysis and a method for
generating ideas to improve a product or service.

CJM displays a time-bound interaction broken
down into small components. The components of
interactions refer both to the process (consumers'
goals and objectives, their actions, expected results,
Consideration
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problems and barriers preventing the transition to the
next step, touchpoints, materials, tools, equipment,
KPI from the business point of view, etc.) and to the
psycho-emotional state of the consumer (thoughts,
feelings, emotions).

This approach to the development of products
characterized by multi-channel interaction is
particularly useful, that is, for those cases where the
customer and the product have many "touchpoints"”.
The customer always has a sum of impressions of
the interaction with the product through all available
channels, so that even one negative experience is
able to vilify the entire product in the eyes of the
client and force him to cancel the subscription.

As an example, we can consider the CIM depicted
in Fig. 1, which shows the customer's journey from
awareness, consideration, purchase and further use of
the “instant server" in a particular web application
(laaS distribution model) of the multinational
telecommunications company ("Telefonica").
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Fig. 1. Example of Customer Journey Map

B. Building predictive models using neural
networks
Regression models are used to predict target
variables on a continuous scale, which makes them
useful for many scientific issues and information
industry  applications, such as understanding
relationships between variables, assessing trends, or
making forecasts.

One example of their application can be the
prediction of company sales in the coming months:

1)

where w, — weight, that is the intersection point of
the Y-axis; w; the explanatory variable
coefficient. The most frequently used is multiple
linear regression y:

y = wy+ wix,
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Y =WoXo +Wixy + o+ WXy, =
=YRiwix; =wix, 2

where wy, is the intersection point of the Y-axis at;
m — the number of regression members; w’— the
explanatory variable coefficient.

To determine the number of linear relationships
between features, we will now create a correlation
matrix.

The correlation coefficients are limited to the
range [-1, 1]. Two attributes have, respectively,
absolutely positive correlation if r = 1, no correlation
if r =0, and absolutely negative correlation if r = -1.

As mentioned earlier, Pearson's correlation
coefficient can be calculated simply as the
covariance between two attributes x and y -
numerator, divided by the product of their standard
deviations (denominator):

SR 1[G ) I 3)
N S

where n — the number of attributes; u — the empirical
average of these attributes; ¢ — covariance between
attributes.

As can be seen in the resulting figure, the
correlation matrix provides us with another final
diagram, which can help us select attributes based on
their corresponding linear correlations (Fig. 2).
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LSTAT INDUS VNOX RM MEDV

Fig. 2. An example of a correlation matrix

In order to fit a linear regression model, we are
interested in those features that have a high correlation
with our target variable MEDV. Looking at the above
correlation matrix, we can see that our target variable
MEDV shows the highest correlation with variable
LSTAT (-0.74). The correlation between RM and
MEDV is also relatively high (0.70). In the presence of

a linear relationship between these two variables that
we have observed in the dot matrix as an explanatory
variable, the artificial neuron uses a linear activation
function. Moreover, we have defined the JS(w) cost
function that we have minimised for weight extraction
thanks to optimisation algorithms such as gradient
descent (GD) [23] and stochastic gradient descent
(SGD) [24].

This cost function in ADALINE is the sum of
squared errors (SSE). It is identical to the least
squared value function (MLS), which we defined as
follows:

INGOEE M D (4)

where $ — it is a predicted value § = wTx ; (note that
the coefficient 1/2 is used simply for the convenience
of obtaining an update rule for gradient descent).

In essence, linear regression on MLS can be
understood as ADALINE without a single step
function. As a result, we get continuous target values
instead of class labels — 1 and 1.

4. EXPERIMENTATION

As our target variable, which we want to predict
using one or more of these 51 explanatory variables,
we will consider the tariffs for interaction with the
system (a product of the start-up project) called
MEDV.

Before we continue the exploration of this data
set, we will put it into DataFrame data table of the
pandas library [27] from the UCI repository (Fig. 3).

import pandas as pd

df = pd.read csv(url,

df.columns = ['CRIM',
'NOX',
'"TAX',

header=None, sep='\s+')

'ZN', 'INDUS', 'CHAS',

'RM', 'AGE', 'DIS', 'RAD',
'PTRATIO', 'B', 'LSTAT', 'MEDV']
df .head()

Fig. 3. Downloading the source data

During the training of a linear regression model, it
is not required that explanatory or target variables are
distributed normally.

First, let us create a matrix of dotted charts that
allows visualising pairwise correlations between
different attributes in one place in this dataset. To
prepare the matrix of point graphs, let's use the
pairplot function from Python seaborn library [30],
which is developed based on the matplotlib library
for building statistical charts (Fig. 4).

Using the corrcoef function of the NumPy library
on five columns of attributes and the heatmap
function of the seaborn library, we will get the
necessary relationships between the initial indicators
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import matplotlib.pyplot as plt

import seaborn as sns

sns.set (style="'whitegrid', context="'notebook')
['LSTAT', 'INDUS', 'NOX', 'RM', 'MEDV']
sns.pairplot (df[cols], size=2.5)

plt.show()

cols =

Fig. 4. An example of a matrix of correlation links
and point graphs

The following code is used to prepare an array of
correlation matrices (Fig. 5).

import numpy as np

cm = np.corrcoef (df [cols]

sns.set (font scale=1.5)

hm = sns.heatmap(cm,
cbar=True,
annot=True,

.values.T)

sguare=True,
fmt=",2£",
annot_kws=("size':
yticklabels=cols,
xticklabels=cols)

15},

plt.show()

Fig. 5. Example of preparing an array
of correlation matrices in the form of a heatmap

Linear regression on MLS can be understood as
ADALINE without a single step function, resulting
in continuous target values instead of class labels 1
and 1 (Fig. 6).

s(l + X.shape[l])

f.n iter):

1f.net_input (X)

- output)

* X.T.dot (errors)
] += self.eta * errors.sum()
errors**2) .sum() / 2.0

t .append (cost)

return self

def net input(self, X):

return np.dot (X, self.w [1:]) + self.w (0]
def predict(self, X):

return self.net input (X)

Fig. 6. Part of a machine learning program
for a classification task without a single step function

To see our LinearRegressionGD linear regressor
in action, we will use the RM (Profit volume)
variable from the IT product development prediction
dataset of innovative start-up projects as an
explanatory model training variable that can predict
MEDV  (Interaction Tariffs). Moreover, we
standardise the variables for better convergence of

the gradient descent algorithm. The corresponding
source code looks like this (Fig. 7).

X = dE[['RM']]
y = df['MEDV']

.values

.values

from sklearn.preprocessing import StandardScaler
sc_x = StandardScaler()

sc_y = StandardScaler()

X std = sc_x.fit _transform(X)

y std = sc_y.fit_tran rm(y)

lr = LinearRegressionGD()

lr.fit (X_std, y_ std)

Fig. 7. Standardisation of variables
for gradient descent algorithm

Let us plot the value against the number of
epochs to check the convergence of the linear
regression. As we can see in the chart below, the
algorithm of the gradient downturn converged after
the fifth epoch (Fig. 8).
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Fig. 8. Graph of cost in relation
to the number of epochs

Note that it is more efficient (fewer emissions) to
work with non-standardized variables in the linear
regression object LinearRegression library scikit-
learn, which uses the dynamic library LIBLINEAR
and advanced optimisation algorithms. The
RANSAC model is used in this case.

As we can see from the execution of the previous
source code, the LinearRegression model of the
scikit-learn library, fitted with non-standardized
variables RM and MEDV, produced other model
coefficients.

Let us compare it with our implementation based
on gradient descent by constructing the MEDV chart
in relation to RM (Fig. 9).

def lin regplot(X, vy, model):
plt.scatter(X, y, c='blue')
plt.plot (X, model.predict (X),
return None

color="red")

Fig. 9. A code fragment for plotting a point chart
of linear regression
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Having built a graph of training data and
performed the model fitting by executing the above
source code, we can now see that the overall result
looks identical to our implementation based on the
gradient descent (Fig. 10).

Using the RANSAC model, we have reduced the
potential impact of emissions in this dataset, but we
do not know if this approach has a positive impact
on predictive capacity on previously unseen data.

After executing the next source code, we should
see a residual graph with a line passing through the
beginning of the X-axis, as shown below (Fig. 11).

In case of perfect prediction, the residues would
be strictly zeros, which in real and practical
applications we will probably never encounter.

However, we expect from a good regression
model that the errors are distributed randomly, and
the remains are randomly scattered around the
midline.
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Fig. 10. The trend of IT projects development depending
on the level of profit, based on training data
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Fig. 11. Errors in fitting training data to the test data

In the case of an ideal prediction, the residuals
would be strictly zeros, which we will probably
never encounter in real and practical applications.

10

However, from a good regression model, we expect
errors to be randomly distributed, and residuals
randomly scattered around the midline

Another useful quantitative measure for assessing
the quality of a model is the so-called weighted
mean square error (mean squared error, MSE), that
is, simply the average value of the SSE cost
function, which we minimize to fit the linear
regression model. MSE is useful for comparing
different regression models or for fine-tuning their
parameters by searching the parameter grid and
cross-checking:

MSE = 231, (y' - 9%)° (5)

We will see that the MSE on the training set is
19.96, and the MSE of the test set is much larger
with a value of 27.20.

»m

from sklearn.metrics import mean squared error

print ("MSE rpeuuposxa: §.3f, mecruposamue: %.3f' % (
mean_squared_error(y train, y train pred),
mean_squared error(y test, y test pred)))

Fig. 12. Errors in fitting training data to the test data

5. CONCLUSION

The analysis of the considered approaches to the
definition of effective interaction of customers with
a mass information system allows defining use of
modern mechanisms for the analysis on the base of
Customer Journey Maps. In this case, big data sets
are generated, which cannot be analysed by
traditional methods. To solve this problem, the
authors used machine learning algorithms of neural
network types.

An exploratory data analysis method was applied
to the available data to find repetitive patterns and
anomalies, which proved to be effective. It has
allowed constructing a model of realisation of linear
regression with the use of the approach based on
gradient optimisation.

This approach allowed to construct a base for
prediction of processes of the development program
of the start-up project product.
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BUKOPUCTAHHSA HaB4YaJIbHUX HEMPOHHUX Mepex
AN NPOrHo3yBaHHSA NoAiIW y po3po6neHHi npoaykuii IT

Cman possumky innoeayitl 6 Ykpaini xapaxmepuzyemocs 30bUWEeHHIM PO3POOOK HA OCHOBL CMApmMan-npoeKmis i3
BUKOPUCMAHHAM AK NPOOYKIMY NPOEKMY iHhopmayitinux cucmem pisnoi cknaonocmi. Ilpogedeno ananiz ciabkoi sHcugy-
yocmi pe3ynbmamie SUKOHAHHA CMAPMAn-npoekmis. 3pobaeHo 8UCHOBOK w000 HeoOXIOHOCMI NPOeHO3Y6aHHS emanie
pozeumxy npoodykmig IT-npoexmie Ha 0CHO8I ananizy npoyecié 63aeMo0ii Kopucmyeauis (Kiieumie) 3 iHpOpMayitiHow0
cucmemoro (npodykmom). Posenanymo cknadosi modeni npocno3syeants possumky IT-npodykmie iHHO8ayiliHUX cma-
PpmMan-npoexKmis, 3 ypaxyeawHAM AHANI3Y QOpMYIOMbCa HAOOpU OaHUX 83AEMOOII NOMEHYIUHUX KIIEHMI8 i3 maxumu
npooyKmamu. 3anponoHoeano anzopumm QopmyeanHs nouamkosux Habopie OaHUX Ha OCHOGI Kapm NoO0opodicel Kiie-
nmie (CIM), axi € incmpymenmom ixkcayii nooditl 83aemo0ii kuienmie i3 cucmemor. Hasedeno npuxnaou mooenet
aHanozie kapm nodopodiceu KIiEeHmie, ki € 6azorn ons Qikcayii ma ananizy ezacmooiu. Llei ¢paxm € ocHoeo Ons
opmyeanns 8i0nosiOHUX HAOOPIE OaHUX 8eauKoi posmipHocmi. Ak Mmexauizm 0OpoONeHHs: GelUKUX MACUGI8 OaHUX |
nobyoosu cmpameziii pozsumxy IT-npooykmie 3anponoHo6aHo BUKOPUCMANHSA HEUPOHHUX MepedCc 2TUOOK020 HABUAHHS.
Tlo6yoosano mamemamuuni Mooeni 015 NOOATLUIOZ0 MOOETIOBAHHSA Tl AHANIZY OMPUMAHUX pe3yTbmamis. Bukopucmano
npocmuil TiHIUHUU pe2pecitiHull aHani3 05l MOOeNOB8AHHS 38 A3KY MidC €OUHOIO NOACHIOBANLHOI 3MIHHOT I Oe3nepepsHol
3MIHHOIL 8IO2YKY (3AN€HCHOI0 3MIHHOI0). [{Isl HAABHUX OAHUX 3ACMOCOBAHO MemoO PO38I0Y8AIbHO20 AHANI3Y OAHUX O/
NOWLYKY NOBMOPIGAHUX 00paszie i anomaniu. ¥ xo0i docriddcenHns nodyoosano mooenv peanizayii aiHitiHOI peepecii 3
BUKOPUCMAHHAM NIOX00Y HA OCHO8I epadienmnoi onmumizayii. Taxoxc 3acmocosano ninilini moodeni 6ioriomexu scikit-
learn ons 3aeé0anms peepecii i peanizosano cmabinizayitinuil peepecitinuii memoo. [Ipoeedeno MoOenosants i ananis
OMPUMAHUX Pe3YTbIMAMIe, AKUll NOKA3a8 Oinbuly eeKmusHicms wooo 30iIbUeH020 nepiody HCUMMESO20 YUKLY Npo-
oykmig IT-npoexmis.

Knrouosi cnosa: 3anyck; ingopmayitina 63aemodis; kapma noooposicell KIicHma, npocHO3y68aHHsL.
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Ouabra Me3enuena,

KaHIUJAT TEeXHIYHMX HAyK, JOLEHT
kadenpu  MEHEKMEHTY  TEXHOJOTii
(daxynpTeTy iHpOpMaLIHHUX TEXHOJOTIN
KuiBcbkoro  HalioHaJbHOTO  yHiBep-
curery imeni Tapaca IlleBuenka.

BixTop Mopo3os,

KaHJUIaT TEeXHIYHUX HayK, mpodecop,
3aBimyBad Kadenpu MEHEIPKMEHTY TeX-
Homorift  pakympTery  iH(pOpMamiHIX
TexHonorit KuiBcbkoro HauioHalIbHOTO
yHiBepcurety imeHi Tapaca IlleBuenka.
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