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BUABJIEHHA CMTAMY B TEKCTOBUX NMOBIAOMJIEHHAX I3 BUKOPUCTAHHAM
JIOrICTUYHOI PErPECIi HA BA3I FPAAIIEHTHOIO CNYCKY

BcTtyn. 3i 3pocmaHHsmM o6csicie eriekmpoHHO20 JiucmyeaHHsi npobnema inbmpauii cnamy Habyeae ece 6inbwoi
akmyanbHocmi. 3a daHUMU cmamucmu4HuUX 00CJlidXeHb, crlaM CmaHo8UMb 3Ha4YHy Yacmky 27106a5IbHO20 nowmoeo2o0 mpadgika,
wo cmeoproe pusuku SIK Onisi 6e3neku, mak i Onsi egpekmueHOCMi e/IeKMPOHHOI KOMYHiKauil. Y yboMy KOHmMeKkcmi ocobsiueoz2o
3HayYyeHHs1 Habyearomb Memodu 06pobrieHHs1 npupodHoi mosu (NLP) ma mawuHHo20 Hag4yaHHs1. Memoro yiei po6omu € nobydoea
moderi dns knacudikayii erekmpoHHUX NnoeidoMsieHb Ha cnaMm i He cram, i3 UKOPUCMaHHSIM J102iCmuYHOI pespecii, peasnizoeaHoi
yepe3 epadicHmHul cryck, y noeGHaHHi 3 MemodamMu 06po6IIeHHs] MeKCMoegux GaHuXx.

MeToaw. [na HasyaHHsi Modeni eukopucmaHo Oamacem, w0 Micmumb roHad 5000 eneKMPOHHUX M08ICOOMIIEHb,
Mi4eHux sik cnam abo He cnam. [aHi 6yno nonepedHLO OYUUW,eHO 3 8udasleHHsIM WYyMOo8UX KOMIMOHeHmig: nyHKkmyauii, yugp,
cmorn-cnie, KOPOMKuUX cJlie, @ MaKoX 3acmocoeaHo iemamu3ayiro. Tekcmu nepemeopeHo Ha Yyucsiogy ¢hopmy 3a A0MOMO20H0
TF-IDF eekmopu3auii i3 L2-Hopmani3auiero. [nss 6opombbu 3 AucbanaHcoMm MiX Knacamu 3acmocoeaHo memod SMOTE.
HaeyaHHss Modeni 30ilicH08a/IOCh 3a KJIaCUYHOI CXeMOoH 2padieHmMHO20 CrnyCcKy 3 8UKOPUCMAaHHSIM CU2MOIOHOI OYHKYil
akmueauyii ma noa2apugmidHoi pyHKuii empam.

PesynbTaTtu. [lo6ydoeaHa moldesnb docsiayia UCOKUX pe3ynbmamie Ha mecmoesill eubipyi: 3az2anbHa MOYHicMb
cmaHoeusna 98 %, f1-score 0ns knacy cnam — 0.92, a onsi He cnamy — 0.99. 3HaqeHHs1 recall dnss cnamy dopigHrogasto 0.90, wjo ceidyums
npo 30amHicmb Modeni susiensimu 6inbwicmb HebaxxaHUx rnoesidomneHb 6e3 HaOMIpHUX MOMUJIKO8UX cripaybosyeaHb. banaHc
precision i recall makox nidmeepdxyembcsi MakpocepedHiM i 38axkeHUM cepedHiM f1-nokazHukom noHad 0.96.

BucHoBKU. Pesynbmamu AocnidxeHHs1 3aceioyusnu eghekmueHicmb rnoedOHaHHs1 slo2icmuyHoi pezpecii, 2padicHmHO20
CrycKy ma meKcmoeoz20 rpernpouyecuH2y Onsi 3adayi knacudpikayii cnamy Haeimb 3a ymoe dJucbanaHcoeaHux OaHUuXx.
3anponoHoeaHuli nidxio € eghekmueHUM Ui iHMepnpemosaHuUM, W0 pobums (io20 nNpudamHum O71si MPaKMUYHO20 3acimMoCcy8aHHs
cucmemax hinbmpauii es1IeKmpoHHOI nowmu.

Knw4yoBi cnoBa: MawuHHe Hae4yaHHs, OBpPO6JIEHHSI MNMPUPOOHOI Moesu, 2padieHmHa onmumisayisi, inbmpayis
eJIeKmpPOHHOI Mowmu, mekcmosutl npernpoyecuHe, Knacugikayisi.

BeTtyn HaBYaHHA, $Ki [OO3BOMAIOTb aBTOMATUYHO BUSBAATU

B cyuacHomy LIMCbpoBOMY NMPOCTOPi €MEKTPOHHA noLuTa 3aKOHOMIPHOCTI y TeKCTax Ha OCHOBi nonepeaHsL0
3anvLIAETbCS OOHMM i3 KIMHOYOBMX 3acOBiB KOMYyHiKaLi, LLO HaBYeHUX Moaenen.
BVIKOPWCTOBYETLCS SIK MPUBaATHUMU KOPUCTyBayamu, Tak i Cepep HabinbLL iHTepNpeToBaHMX | BogHOYac eheKTrB-
KOMEpLNHUMK CTPyKTypamun. BogHoyac uen kaHan LoaHs HMUX Mopaenen ana 3agad OiHapHoi knacudikauii —
reHepye KorocanbHi 006csar MoBiAOMMEHb — 3a OLiHKaMK, norictnyHa perpecis. Ii ocobnueicTb nongrae B Tomy, WO
noHag 330 Mnpg eneKTPOHHUX JINCTIB LLIOAHA HaACUNaeTbCs BOHa Jae 3MOory oTpMMyBaTU MMOBIPHICHI nepenbaveHHs
no BcboMy CcBiTy. Cepen HUX, 3a CTaTUCTUKOWD, cCram- Ta He noTpebye HagMIipHOI KiMbKOCTI pecypciB. Y Lbomy
NMOBIAOMITIEHHSI CTaHOBNATbL NpubnunsHo 46 % 3aranbHoro OOCHIIKEHHI JOriCTUYHa perpecia peanisyetbcs yepes
Tpadhika, WO CBigYATL Npo CTabinbHO BUCOKY YacTky rpagiEeHTHUA CMYCK — KMacuMyHUM MeToa onTuMisauii, wo
HebaxxaHVX NUCTIB Y KOMYyHiKaLiiHin iHdpacTpykTypi. OTxe, O03BONISIE MOCTYNOBO OHOBMOBaTW BarM Mogeni 3
LLIOOHS Y CBITi NOLWMpoeTbCA noHaa 150 mnpa cnam-nucTiB. ypaxyBaHHSAM MOXMOKMN.
Taki NOBIOOMIEHHS MOXYTb MICTUTU peknaMHun  abo BaxnuBow nepenymoBOlO  AKICHOrO HaBYaHHA €
LUAXPaNCbKUA KOHTEHT, LKIANMBI BKNaaeHHs abo iluMHroBi rMUOOKMUIA  TEKCTOBUI MPENPOLEeCUHr, SIKUA  OXOMSIoe
NOCUMaHHs, WO CTBOPKE He nule iHdopmaliiHe nepe- OYMLIEHHs  noBigOMMNEeHb  Bif  NyHKTyauii, 4ucen,
BaHTaXXEHHS 118 KOpPUCTyBaya, a M MOTEHUiNHI pu3nkn ang HaOJIMLLKOBMX NPOBGiniB, CTOMN-CAiB | KOPOTKUX CHiB, @ TAKOX
Ge3neku aaHux. Lli nokasHukM nigTBEpXyOTb | MacluTab- nemartumsauito. Came Len eTan JO3BOSSE 3MEHLUUTU LLIYM Y
HiCTb, | cTanictb MpoGnemu, WO akTyanidye noTtpeby B OaHuX i BUAINUTX nuwe Ti croBa, WO HeCcyTb 3MiCToBe
PO3pOBNEHHI ePekTMBHNX Ta aganTMBHUX CUCTEM aBTOMa- HaBaHTaXkeHHs. [lani TekcTM nepeTBOPEHO Ha YMCIOBY
TUYHOT GinbTpaLii HebaxxaHoT eneKTPOHHOT KopecnoHAEHLT. dopmy 3a gonomoroto TF-IDF BekTopum3adii, Wwo go3sonsie

Mpobrnema aBTOMaTUYHOrO BUSIBIIEHHA cramy nonsrae BpaxoByBaTW He TifbKM 4YacToTy TepMiHa, a i Knoro
B HeOOXigHOCTI TOYHO po3nidHaBaTu HebakaHi MoBigOM- iHbOpMaTMBHICTE Yy  Mexax Yycboro KkKopnycy. Y
NEeHHS Ha OCHOBI XHbOrO TEKCTOBOro BMICTy. [lpocTi BekTopu3auii  3actocoByTb L2-Hopmanisauito, ska
MeToaM oinbTpauii BXe HeaoCTaTHbO eeKTUBHI, TOMy pobuTb 0O3HaKM MOpPiBHIOBAHUMK 3a MacluTabom i
3pocTae notpeba B anroputmax, 34aTtHUX aHanidyBaTtu nokpatilye poboTy onTUMI3aLiiHOro anropuTmy.
3MICT MOBiJOMIEHb | BUSBNATW NPMXOBaHi WwabnoHun. Y Okpemum BUKNNKOM Y poBOTi 3 peanbHUMU SaHUMK €
3B'A3Ky i3 UMM 3pOCTa€e aKTyasbHIiCTb 3aCTOCYBaHHsI ancbanaHc MK Kriacamu, KONW MOBIJOMITEHHSI MEBHOro
meTogaiB 06pobneHHs npupogHoi mosm (NLP) Ta malumHHoro TMNy (3a3BUYai — He cnam) 3Ha4YHO NepeBaxaroTb. Y Takmx
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YMOBax BaXIMBO 3aCTOCOBYBaTU MeToau HGanaHcyBaHHs,
SKi JarTb 3MOry 3pobuTu HaBYaHHA MoAEni YyTNUBILLIMM
00 MEeHLU nNpeAcTaBreHoro knacy. Y Halomy OOCHiAKEHHI
ONS LbOro BUKOPUCTAHO NiAXiA CUHTETUYHOrO 36inbLUEHHS
Bnbipkn (SMOTE — Synthetic Minority Over-sampling
Technique), sakuin go3sonsie 36epertu obcar aaHMx Knacy
GinblIOCTi, BOAHOYAC MiABULLYIHOYM MpPeacTaBrEHICTb
MEHLLIOCTI.

Memoro pocnigxeHHs € po3pobneHHa moaeni Ans
Krnacudikauii enekTpoHHMX MNOBIgOMMEHb Ha chaMm i He
cMaM Ha OCHOBi MOriCTUYHOI perpecii, OnTUMI3oBaHOT
MEeTOLOM TpaflieHTHOro CrMycKy, i3 3ary4YeHHsAM MeTofiB
00OpOoBeHHsT TEKCTOBUX AaHMUX.

Oans10 nimepamypu. OocnigpkeHHs "Spam Statistics
2025: New Data on Junk Email, Al Scams & Phishing"
(Spam Statistics, 2025) Hagae akTyanbHi CTaTUCTUYHI OaHi
LWoao crnamy, gillMHFY Ta MOB'A3aHUX i3 HUMKU 3arpo3s y
cchepi  enekTpoHHOi nowTu. 3rigHO 3 OTpUMaHUMK
pesynbTtaTamu, y 2023 p. woaHa Hagcunanocs 6rnmsbko
160 MnpAa cnam-nucTiB, WO CTaHOBWO Npubnn3Ho 46 %
3aranbHOro obcary enekTpoHHoi nowTw. Le ceigunTb npo
3Ha4Hy YacTky HebaxaHux MoBigoMmneHb y rnobanbHomy
erneKkTpoHHoMy Tpadpiky. ONnTyBaHHS TakoX nokasano, wo
96,8 % KopucTyBadiB OTpMMYyBanu cnam-rnoBiAOMIEHHS B
Ti 4 iHWIN dopmi. HannowmpeHiwyMmy Temamu cnamy
Oynun: npusn Ta posirpawi (36,7 %), nponosuuii poboTtn
(36,3 %) Ta GaHkiBcbki moBigomneHHsa (34,6 %). Li gaHi
NiOKPECNoTb, WO CnaMepu 4acTo BUKOPUCTOBYHOTb
TeMU, SKi MOXyTb NPUBEPHYTW YyBary KOpUCTyBauyiB i
CroHyKaTu ix Ao B3aemogii 3 nosigomneHHaM. Kpim Toro,
OOCniKeHHa  BusABMIO, wWo 68,8 % pecnoHOeHTiB
NnoBiAOMUNM NPO HEraTUBHWUIA BNAUB cnamy Ta (iLLUMHIOBUX
NoBiAOMINEHb Ha TXHI MCUXIYHUIA CTaH, WO CBIAYUTbL MPO
NCUXONONiYHI Hacnigkn Takmx 3arpo3. TakoX 3asHayeHo,
Wo iHaHCOBI YCTaHOBM € HaW4acTilwMMu UingMmu
dilMHroBMXx artak, otpumytoun 27,7 % Takux noBigoMm-
neHb. Lle gocnigXeHHA Hagae UuiHHY iHdopmauito ang
po3yMiHHA MacwTabiB Ta eBonwouii cnamy, a Takox
niaKpecnoe HeobXiaHICTb PO3pOGNEHHS ePEKTUBHIX MeToAIB
BUSIBNEHHS Ta dinbTpadii HebaxaHnX NoBiJOMITEHb.

My6nikauis aBtopa Jyothilkkaa Moorthy (2025)
NiATBEPAXYE  KITHOYOBI BVCHOBKM norepefHbLoOro
OOCMiMKEeHHA Woao macwTabHocTi npobrnemu cnamy,
3adpikcyBaBLUM NOro 4acTky Ha piBHi 45,6 % y 2023 p. 3
noganblMM 3pocTaHHaM [0 46,8 % y rpyaHi 2024 p.
Takox npoiHopmoBaHo, wWo Maxe 96 % ilMHroBnx
aTak 34iCHIOTbL 3a [AOMNOMOroK €neKTPOHHOI MOLUTU.
OkpiM  KinNbKicCHMX  gaHWX, 3BIT TaKOX [JOMOBHIE
nonepeaHe xepeno pJeTaniauielo TeMaTukuM crnamy:
HaWMOLUMPEHILUMMN € MapKeTWHIOBI  MOBIAOMMEHHS
(36 %), koHTeHT ona gopocnux (31,7 %) i noBigoOMNeHHs,
noe'a3aHi 3 giHaHCOBUMM nuTaHHaMU (26,5 %). Taka
TUMNi3aUis pO3LWMPKE YSIBIIEHHA MPO npupoay crnamy 1
nigkpecntoe NoTpedy B afanTUBHUX MOAENAX BUSBMNEHHS
3anexHo BiJ NOro 3MicTy.

Y cratti (Khanday et al, 2021) po3rnsHyTo
BUKOPUCTAHHS NOTCTUYHOT perpecii gnsa  knacudikauii
€NeKTPOHHUX JUCTIB Ha cnam i He cnam. ABTOpu
NiOKPECNIOTb YHIBEPCanbHICTb  MOMCTUYHOI perpecii gk
OAHOrO 3 HaWkpawmux MeTogdiB pAnsa  knacudikauii
eNeKTPOHHUX nucTiB. BkaszaHa cTaTrs Moxe 0Oytu
KOPUCHOI Ansi AOCNIAXKEHHS, OCKINbK/ BOHA JAEMOHCTPYE
npakTu4He 3acTOCyBaHHA MOrICTUYHOI perpecii y 3agadax
Knacudikauii cnamy.

Y pob6oTi (Zhang et al., 2019) norictu4Hy perpecito
3aCTOCOBYIOTb [0 3agadi knacudikauii y diHaHcoBOMY
CeKTopi 3a YMOB 3Ha4HOro amcbanaHcy knacis. ABTopu
OEMOHCTPYHOTh, WO HaBiTb y TakUX CKNagHUX yMoOBaXx, i3
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NpaBuUNbHOKO afanTauielo, Uen MeToa 3anuliaeTbcs
edektvBHuM. Len nigxin € peneBaHTHUM [O HaLIoOro
OOCMIMKEHHS, Ae MOAenb FOriCTUYHOT perpecii Takox
BMKOPUCTOBYETbCA B 3afjadi 3 aucbanaHcoBaHUMU
OaHVMKW, | OOBOAWTb, WO Yy pasi HanexHol CTPYKTypu
00pobrneHHsa gaHWx Mopenb 34aTtHa 30epiraTv BUCOKY
YyTNMBICTb 4O MEHLLOCTI Kracy.

Y craTTi (Khlevna, & Deineha, 2023) Takox po3rnsiHyTo
BMKOPUCTaHHSA JOriCTUYHOT perpecii ana  knacudikauii
Laxpanctea, e Tak caMO MOXHa GaynMTu BaXKnMBICTb
nonepeaHboro 06pob6neHHs AaHuX, ske € OAHUM i3
BaXXIUBNX €NEMEHTIB poboTK.

Y pocnipxenHi  (Rakhmanov,
aHanisy ToHamnbHOCTI B
npoBedEeHO MOPIBHAHHA  MeTO4iB  BekTopu3auii  Ta
knacudpikauii Ha ocHoBi noHag 52 000 TekcToBUX
KoMeHTapiB. ABTopu nokasanu, wo Tf-IDF — Term
Frequency—Inverse Document Frequency — nepesepLuye
CountVectorizer 3a  TouHicTHO  knacudikauii, Lo
NioTBEPIKYE [OUINbHICTE BMKOPUCTAHHS came  LibOro
nigxoQy y 3agadax TekcToBoi knacudikauii. OTpumaHi
pes3ynbTaT Y3rogXyrTbCs 3 MiAXO4OM, 3aCTOCOBaHUM Yy
Hawin po6orTi, Ae TF-IDF TakoX BMKOPUCTOBYETLCHA $IK
OCHOBHa TEXHiKa BEKTOPHOro NOAaHHA TEKCTY.

3ayBaxkumo, WO B pgocnigkeHHi (Papageorgiou,
Economou, & Bersimis, 2024) 3 knacucikauii 6GisHec-
€IEeKTPOHHOT MOLUTU PO3rMAHYTO Ti cami KM4YoBi eTanu,
Lo i B HaLWi pobOoTi: NPenpoLLeCcHHr, BEKTOpU3aLlis TEKCTY
Ta knacudikauis email-noBigomneHb, WO MiaTBEPAXYE
aKTyarnbHiCTb 06paHoro niaxoay.

Mohammed, N., Mouhajir, M., & Yassine S. (2023)
onucanu NoricTUYHy perpecito 3 rpaflieHTHNUM CMyCKOM, Lo
npsiMoO BignoBigae nigxody, 3aCTOCOBAHOMY i B HalLOMy
pocnimxkeHHi. ObpaHuin MeToa HaBYaHHA € PeneBaHTHUM i
OEMOHCTPYE NPaKTUYHY LiHHICTb rpagieHTHOro Cnycky Ansi
3afady knacudikauii.

MeToau

MonepeaHe 06pO6NEHHS TEKCTOBUX AaHUX € KPUTUYHO
BaXXNMBOK CKNafoBOK OyAb-AKOro 3aBAaHHA MaLIUHHOMO
HaBYaHHS, NOB'A3aHOro 3 06PO6IEHHSIM NPUPOAHOI MOBH,
OCKINbKM CcaMe Ha LuboMy eTani (OpMYyeTbCA YKUCTE,
NakoHiYHe 1 iHopMaTUBHE MpeAcTaBfieHHs BXIQHOMO
TeKCTy, sike 3rogoMm Oyae nepeTBOpeHe Yy BEKTopu Ans
HaBYaHHA Mogeni. Y Mexax Uboro [OOoChimKeHHs
peanizoBaHO noeTanHuii nigxia 4o o6pobneHHs TeKCTiB,
SKUA OXOMITKE NIHIBICTUYHE OYMLLIEHHS Ta CTPYKTYpOBaHe
CKOPOYEHHS LLYyMYy B J@HMX.

Ha nepwomy eTani BCi €MNeKTPOHHI MOBIAOMIIEHHSA
Oyno nepeTBOPEHO Y HWXKHIA pericTp Anst YHUKHEHHS
3anBoi BapiaTMBHOCTI CfiB, WO MalTb O[HaKOBY
CeMaHTUKy, arne pi3He HanucaHHs. Lle possonse
YHVUKHYTU OyOrnoBaHHA CriB, AKi BiApi3HATbLCA NuLle
perictpom, Hanpuknag "Free" Ta "free". [Jani
3aCTOCOBBAHO PEryisipHi BUpas3u A5s BUAaneHHs ymcen,
3HaKiB  MyHKTyauii, CWMBONIB HOBOroO psagka Ta
HaANULIKOBUX Npo6iniB, L0 YacTo HE HECYTb CMUCIOBOIO
HaBaHTaXeHHSs y 3agadax knacudikauii cnamy.

lMicna uboro TekcT po3bMBaBCs HA TOKEHW — OKpeMi
cnoBa — 3a [JOMOMOroK CTaHOApPTHOrO TOKeHi3aTopa
6ibnioTeku nltk. KoxxeH TokeH nepeBipsiBCS Ha HAsABHICTb Y
CTaHOAPTHOMY CMUCKY aHIMiCbKMX CTOM-CAiB, i HEMOTPIOHI
yHKUioHanbHI crnoa (ak-oT "the", "is", "and") Oynu
BUKITIOYEHI. Lle no3Bonsie mogeni 3ocepeantmch Ha binbLu
3HaAYyLLMX efleMeHTax BXiOHOro TEKCTY.

HactynHum etanom Oyna nemaTtmsauis, TOOTO
NnpuvBeOEeHHS KOXHOTO TOKeHa [0 WOoro no4vaTKoBOl
rpamaTuyHol  cbopmu. [Onsi Uboro  BMKOPUCTOBYBanu
nemartmsauito 3 ypaxyBaHHAM YacTuHu mosu (POS-tern),

2020) Ha nigcrasi

OCBITHBOMY  CepefoBuLLi
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WO [03BONSIE OO0CArTU Kpawloi TOYHOCTI MOPIBHAHO 3
nNpocTUM 3BefieHHAM fo 6a3oBoi hopmu (puc. 1).

Lemmatization
Changing
Changed Change
Change

Puc. 1. IntocTpauis npouecy nemartumaadii

[opnatkoBo 3anpoBamXeHo hinbTpaLito KOPOTKMUX CIiB,
30Kpema Tux, Lo MatTb JOBXNHY MEHLLE TPbOX CUMBOJTIB.
Lle no3Bonsie 3MEHLWNTU KiNbKIiCTb LUIYMOBUX TOKEHIB, SKi
4acTO MaKTb HU3bKY IHPOPMATUBHICTb.

B pesynbTaTi 06pobneHHs1 KOXKHe MOBIAOMIEHHS nepe-
TBOPEHO B OYMLUEHWI i NemMaTu30BaHWUN TEKCT, 3 SKOro
BMOAreHo LWYMOBI Ta Mario3HauvyLli enemMeHTu. Takui nigxig
[03BONAE  30epert 3MICTOBHY CyTb MOBIOOMIIEHHS Ta
3abe3nevye y3ropKeHe NpeaCTaBIeHHs! BCIX TEKCTIB Y KOPMYCi.

Ller eTan npenpoLEecuHry € KpUTUYHO BaXXNMUBUM ONsi
KOpeKTHOI poboTn Mogeni NoricTM4HOI perpecii, aka He
Ma€ BHYTPILLHbOIO MexaHiaMy po3yMiHHSA TEKCTY, i npautoe
BUHSATKOBO i3 YACNOBUM MpeacTaBNeHHAM BXIOHUX OaHWX.
Y Hawin poboTi 3aBAAKM CTPYKTypOBaHOMY mpenpo-
LecUHry BAanocs niaroTyBaTu TEKCTU [0 BeKTopu3auil
yepe3 TF-IDF, 3abe3neunBlun K OOHOPIOHICTL Kopnycy,
Tak i 30epexeHHs peneBaHTHOI JeKcu4Hoi iHdopmalui,
HeobXigHOT ANg yCnilHOro HaBYaHHA Mogeni.

lMicnsi 3aBepLUEHHSA eTany TEKCTOBOrO MPENpPOLIECUHTY
BCi BXiHi MOBIAOMITEHHS MaloTb BUMMSA OYULLIEHUX PALKIB,
LLIO CKMafakTbCs 3 NeMaTu3oBaHuX criB 6e3 nyHkTyauii,
yucern, cTon-cniB i 3aMBUX CMMBORIB. Y TakoMy BUMMAgi
TeKCT BCe Le 3anuaeTbCa HEeCTPYKTYpOBaHUM i
HenpuaaTHMUM [0 0O6po6neHHs anropMTMOM MaLUVHHOIO
HaBYaHHS, OCKINMbKM MoAeNnb MNpauloe BUKIOYHO i3
YUCITOBMMU 3HAYEHHAMU. TOMYy HACTYNMHUM BaXXNMBUM
eTanomM € MepeTBOPEHHS TEKCTOBUX [OKYMEHTIB Yy
BEKTOPHY (hopMmy — NpoLec, BiJOMUIA ik BEKTOpU3aLis.

Micna 3aBeplUeHHA NpPenpoLecuHry BCi OYULLEHI
noBifOMIeHHs1 6yro po34ineHo Ha HaBYarbHy Ta TECTOBY
BMbipkn y nponopuii 70:30. Takun posnogin [03BOnNsE
3a6e3ne4nTn 06'eKTUBHE OLiHIOBaHHSA MoJeni Ha HOBUX,
paHiwe He BayeHnx gaHux, i 3anobirae nepeoLiHBaHHIO
i1 TOYHOCTI.

Y UupOMYy [OOCMIMKEHHI ANS NpeacTaBfieHHs] TEKCTIB Y
BUIMSAAI YMCINOBMX BEKTOPIB BuKopucTtaHo metog TF-IDF,
SIKMIN BpaxoBYE He fuLLIEe HasiBHICTb CrioBa y NOBIAOMIIEHHI, a
i Moro BaxnMBICTb Y Mexax ycboro koprycy. Llen nmigxig
[03BONSiE MpUAINaTM Ginblle yBarM TUM CrioBam, siKi €
XapaKTePHNUMM Ans OKPEMMX MOBIOOMIEHb, | MPUIMyLLYyBaTh
Bary cnie, L0 4YacTo TpannswTbcs noBctogHo. Hanpuknag,
SIKLLIO CIMIOBO YaCTO 3yCTpivaeTbCs B YCiX NOBIOOMIIEHHSIX, TO
Oro iHOPMaTUBHICTb BBAXKAETHCS HKYOLO.

Meton TF-IDF noegHye gBa cknagHuku. [Nepwuvn —
TF (term frequency) — Bigobpaxkae 4acToTy NosiBM TepMiHa
Yy KOHKpeTHOMYy pAokymeHTi. [HOpyrun — IDF (inverse
document frequency) — 3meHWwye Bary cniB, LWO
3ycTpivatoTbcs Yy OaraTboxX AOKyMeHTax, i nigBuLLye
3HaYyLWiCTb TUX, SIKi € PiAKICHUMMK, ane XapakTepHUMMU.
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KOXXHOrO cnoBa B NOBIiAOMMEHHI. Y pesynbTarTi
BEKTOpM3aLuii KOXeH [OKYMEHT OTpMMYE 4MCIOBEe
npeacTaBrieHHs, sKe Binobpaxae BaXINUBICTb

BUKOPUCTAHUX Y HbOMY TEPMIHIB.
o6uncneHHs TF-IDF:

w;j = tf;; x log (difi), (1)

Ae Wij — Bara (BaxnuBICTb) TepMiHa i B OOKYMEHTi J,
tf,; — yacToTa TepmiHa i B fokymeHTi j (Term Frequency),

dopmyna ans

N — 3aranbHa KinbkicTb OokymeHTiB, dfi — kinbkicTb
OOKYMEHTIB, Y AKuX 3ycTpidaetbca TepmiH i (Document
Frequency).

Ona peanisauii TF-IDF BekTopm3auii BMKOpUCTaHO
TfidfVectorizer i3 ©Gibniotekn scikit-learn. MonepeaHsLo
OuMLLEeHI MOBIAOMIEHHS cnoyaTky 6ynuv nogaHi 4o meToay
fit_transform() ana HaB4YanbHoOro Habopy, WO A03BOMMIIO
nobyayeBaTy CINOBHMK YCiX TepMiHiB Ta obuyncnutum
BignoBigHi Barn. TecToBa Bubipka BEKTOPM3YETbCH 3a
ponomoroto Metoay transform() — BMKIMIOYHO Ha OCHOBI
CMOBHMWKA, OTPUMAHOrO 3 HaBYamnbHUX [OaHUX. Takuwn
nigxig 3anobirae BuTikaHHKO iHpopMauii 3 TecToBoOi
BMGipkM OO0 Mopeni Ta 3abesnedyye  KOPEKTHICTb
OLiHIOBaHHS SIKOCTI Knacudikawii.

Y npoueci Bektopu3aii 6yna sactocoBaHa L2-Hopma-
nisauis, gKka nepeTBOPIE KOXEH TEKCTOBMIN BEKTOp Tak,
wob 1noro [JoBXWHA Yy MNpPOCTOpi O3HaK [JopiBHIOBana
oguHuui. Lle cnpusie yHidikauii macwTabiB o3Hak i
3abes3nedye KopekTHy poboTty ontumizatopa. Hopma-
ni3auis € Ba)nMBOK CKNagoBOK MNiArOTOBKM AaHUX Anst
eeKTMBHOro 3aCTOCYBaHHS rpagi€HTHOrO CrycKy.

Y pesynbTaTti eTany BekTopu3auii BeCb TeKCTOBUM
Koprnyc 6yno nepeTBOPEHO y uncrnoBy hopmy, npuaaTHy
AN HaBYaHHA Mopfeni norictuyHoi perpecii. OTpumaHi
BEKTOPY MICTSTb 3BaXeHy iHopMaLlito Npo YacTOTHICTb i
3HauyLLICTb CriB Y KOHTEKCTi 3afaui, Lo 3abe3nedvye skicHy
OCHOBY [Ans nofanbLluoi krnacudikauii noBigoMIeHb $iK
cnam abo He cnam. Llen nigxin noegHye mnpocToTy
peanisauii Ta BMWCOKY iH(OPMATUBHICTb, WO pobuTb
TF-IDF  edbekTvBHMUM  iHCTpyMEHTOM Yy  3agadax
00pobreHHs NpMpPoaHOT MOBM.

OpHieto 3 xapakTepHux ocobnmBocTen 3agay Knacu-
dikauii y cdepi enekTpoHHOI MOoWTN € CYTTEBUN
ancbanaHc knacie. Y TMNoBMXx Habopax gaHux crocTepi-
raeTbCs 3HayHa nepesBara OOHOrO Krnacy — Hanpuknag,
NEeriTMMHUX MOBIAOMMEHb — HaA iHWWM, SIKUM 4acTo €
crnam. Y Halomy AOCHiIXKEHHI Takuin gucbanaHc Nno4aTkoBO
cTaHoBMB 6nun3bko 13 % i 1o 87 %, a Le CTBOPIOE 3arpoay,
L0 MOAEeNb HAaBYNTLCS HalaBaTy nepesary JOMiHYHYOMY
Krnacy, irHopyt4mn MeHLU NpeacTaBneHuni.

LLlo6 komneHcyBaTh Len edekT, 3acCTOCOBaHO MeToq
WTYy4YHOro 36inblueHHs BUOipkM MeHwocTi — SMOTE.
BkaszaHun metoq SMOTE € ogHuM i3 HanvnonynsipHimx
nigxonis Ao oversampling i nongrae y CUHTETUYHOMY
CTBOPEHHI HOBUX NPUKMaAiB MEHLLOCTI Ha OCHOBI HASBHUX.
Ha BigmiHy Big npoctoro gy6ntoBaHHss, SMOTE reHepye
HOBi TOYKM iHTEPMNONAUIED MiXK HasBHMMW NpuKnagamu
TOro camoro knacy. Lle nossonsie mogeni 6aunTtu GinbLly
BapiaTMBHICTb NPUKNaaiB MEHLOCTI | Kpalle HaB4yaTUCH Ha
il npegcTaBneHHax (puc. 2).

SMOTE 3actocoBaHo nuiie [0 HaByarbHOT BUOIpKM
(X_train i vy train). TecTtoBa BMbipka 3anuwianacs
HE3MiHHOW  Ans  3abes3nedeHHs  OO'€eKTMBHOCTI  Ta
penpes3eHTaTUBHOCTI OLiHKM MPOAYKTUBHOCTI Mogeni. Takun
nigxia y3rogxyetbcs i3 3aranbHONPUAHATUMW NpaKTUKamm
MaLUMHHOIO HaBYaHHs i 3anobirae "BuTikaHHO iHopMaLii™
3 TECTOBUX AaHUX OO NPOLECy HaBYaHHS.
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Puc. 2. Bisyanisauis npouecy 3actocyBaHHst metogy SMOTE

Mepen 3actocyBaHHaAM SMOTE yci BXigHi TEKCTU BxXe
Oynu nopaHi y BektopmdosaHomy TF-IDF Burmsgi, a omxe,
npeacTaBrieHi y BUrMsAAi YMCIOBKX O3HaK, L0 € HeobXigHO
YMOBOI ANst Moro KopekTHoi pobotn. SMOTE He npautoe
6e3nocepeHbO 3 TEKCTaMM, a NNLLIE i3 YACIIOBMM MPOCTOPOM
03HaK — TOMy Woro Micue y KOHBeepi 06pobneHHs AaHux
po3TaLloBaHoO Micns BEKTopu3alLlii, ane o HaB4YaHHs Mogerni.

Ons peanizauii metogy SMOTE BukopucTOBYyBaBCst
moaynb SMOTE 3 6i6niotekn imbalanced-learn. Anroputm
6asyeTbCa Ha nigxodi, SKUA BUKOPUCTOBYE K-Orivxumx
cycifiB Ans reHepadii HOBUX CMHTETUYHMX 3paskiB Knacy
MEHLLUOCTi, 30epiraloum MOro OCHOBHY CTPYKTYpy Y
BEKTOPHOMY NPOCTOPI.

PiweHHs obmexutucs nuwe SMOTE 6e3 BUKOpUCTaHHS
undersampling MOSICHIOETLCA MNparHeHHsaM 30epertn BCi
HasiBHI NpuKnagu knacy OinblUOCTi, OCKINbKMA BUAANEHHS
YacTVHW JaHUX Morno 6 MpW3BecCTU OO0 BTpaTW BaXIMBOI
iHcbopmaLii Ta 3HWXKEeHHSA 3aranbHOI CTINKOCTI Moaeni.

Micna GanaHcyBaHHA knaciB 3a gonomoroto SMOTE
HaByanbHa BMOIpka cTana CUMETPUYHOMD, L0 O03BOJIAE
anropuTMy  MOTMCTUYHOI  perpecii  HaByaTucb  6es3
ynepemxeHocTi 0 ogHoro 3 knaciB. OTke, 3aCTOCyBaHHS
SMOTE ctano knto4oBUM eTanom y NiaroToBLj HaBYanbHUX
OaHuX 0O MOAENOBAHHS | JO3BOMUMO YHUKHYTU TUMOBMKX
NMOMWIIOK, MOB'A3aHUX 3 iTHOPYBAHHSAM MEHLLOCTI Knacy, a
Takox 3abesneuntn 36anaHcoBaHy OCHOBY Ans NobyaoBu
eeKTMBHOI knacudikauinHoi moaeni.

[lo BEKTOpHOro npefcTaBneHHsA MoBigoMMeHb Oyno
[04aHO AOMOMIKHY KOJTOHKY 3i 3HaYeHHAM 1 Ansi KOXKHOro
npuknagy. Lle cTaHgapTHUA TEeXHIYHUMI MPUAOM, SKUN

[ns poss'asaHHa 3apadi GiHapHoi Kknacudikauii B
LibOMY OOCHIOKEHHI 3aCTOCOBYETLCS NOMCTUYHA perpecis,
sika [03BOMSE MPOrHO3yBaTW WMOBIPHICTb HAaMNEXHOCTI
ob'ekTa 4O O4HOrO 3 ABOX KNnaciB. Ha BigMiHy Bia niHiiHOT
perpecii, norictTudHa Mofenb 0OMexXye BUXi[ 3HAYEHHAM Y
Mexax iHTepany [0;1], Wwo [Jo3Bonsie TpakTyBaTu
pe3ynbTaT siK iIMOBIpPHICTb MO3UTUBHOIO KNacy — Yy HalloMmy
BUMazKy, MOBIAOMIEHHS, KnacudikoBaHoro sk "cnam".

KnioyoBum  enemeHTOM  JOriCTUYHOI  perpecii €
curmoigHa yHKUiA akTuBauii, sika NepeTBOPOE iHINHY
KoMbGiHaUito BXiOHMX O3HaK y 3Ha4eHHs Big 0 oo 1:

1
1+e~x’ @)
e X — BXigHe 3Ha4YeHHs (NiHinHa kombiHauis BXigHWUX O3HaK
Ta ixHix Bar), e — yucno Ennepa.

Barn BusHavaTb y npoueci HaByaHHA MoAeni Ha
HaByYanbHoMy Habopi AaHux. Taknum cnocobom, KOXKHOMY
npuknagy MpUCBOKETLCA WNMOBIPHICTb HanexHocTi Ao
no3utueHoro knacy. OcTaTo4He PpilleHHs MpUIUMaeTbCA
LINAXOM MOPIBHSIHHS 3 noporoM (3a3suyan, 0,5): akwo
3HaYeHHs1 cMrmoiam GinbLue nopora — NPOrHO3yeThCst Knac
1, B iHWoMy pasi — knac 0.

HaBuyaHHs Mogeni 34ifCHIETLCS 3a  JOMOMOroH
rpagieHTHOro  Crnycky O[HOr0 3 HANMOLWMPEHILINX
yncenbHUX MeTOoAiB onTMMi3auii. lgea upboro metoay
nonsrae y NocTtyrnoBoMYy OHOBJIEHHI NapameTpiB MoZeni B
HanpsIMKY, SKMA HanlwBuaLe 3MeHLYy€e 3Ha4YeHHS yHKLIT
BTpaT. Y MOrCTUYHIN perpecii Takoo yHKUIE BUCTYNae
norapudmivHa gyHkuis BTpaT (LogLoss):

o(x) =

[03Bonse mogeni BpaxoByBaTu 3MiLLEHHS Nig Yac HaBYaHHS.

1
LogLoss = —EZ{-\I:l(Yi‘lOg(

ae N — KinbKicTb CnocTepeXeHb, yi — hakTUYHUA GiHapHWUIA
pesynbtat (0 abo 1) pna  j-r0  CNOCTEPEXEHHS,
pi NporHo3oBaHa WMOBIpHICTb  TOro, LWo i-Te
CrnocTepeXeHHs HanexuTb 4o knacy 1.
OHoBneHHSA Bar BiabyBaeTbCs 3a HOPMYJIIOH

Onew = Bg1q — - VJ(6), (4)
e 6 — napameTpu mMogeni, o — LUBWAKICTb HaBYaHHS,
a VJ(8) — rpagieHT cpyHkuii BTpaT J(O).

Omke, mig yac KOXHOI iTepauii mMoaenb OHOBIHOE
napaMeTpu y HanpsaMKy 3MeHLeHHs noxubku. pouec
NPOAOBXYETLCS [OTU, NMOKM abo 3MiHW Y dhyHKLIT BTpaT He
CTaHyTb He3HayHumu, abo He Oyae AOCArHyTO 3agaHol
KifIbKOCTI iTepauin.

BaxnuBum acnektom € no4aTkoBa iHiliani3auia Bar,
ska MOXe 3[ilCHIOBaTUCS HYNMbOBMMM abo  manvmu
BUNAOKOBUMU 3HAYEHHAMU. TakoX KpUTUYHUM € BUBIp
napaMmeTpa d, OCKiflbKM HafATO BervKe 3HaAYEeHHS MOXe
CMpUYMHMUTKM  HecTabinbHiCTb, a 3aHagTo Mmane

p) + (1 —y)log (1 —py)), (3)

Y nigcymKky rpagieHTHUA CrnycK O03BOSISIE NMOCTYMNOBO
HanawTyBaTW MoAerb NOriCTUYHOI perpecii Ans TO4YHOro
NPOrHo3yBaHHA Kracy cnam/He cnamMm Ha OCHOBI
BEKTOPM30BaHUX TEKCTOBUX AaHMX. 3aBOAKN aHaNiTUYHIN
NPOCTOTI 1 MaTeMaTUYHIi IHTEepnpPeTOBaHOCTI Lien niaxia €
NpYaaTHUM §IK 4115 NPAKTUYHOrO BUKOPUCTAHHS, Tak i Ans
rMMOOKOro KOHTPOKO Haf HaBYaHHAM Moaeni.

OuiHoBaHHSA eheKkTUBHOCTI knacudikauinHoi moaeni €
KITHOYOBMM eTanoMm, Lo A03BONSIE BU3HAYUTY i 3a4aTHICTb
y3aranbHioBaT1 3aKOHOMIPHOCTI Ta npasubHO
posnizHaBaTn 06'ekT 0b6ox knacie. Y 3agadi BUSBNEHHS
cnamy, Ae Krnacu iCTOTHO HepiBHOMIpHO nNpeacTaBrieHi,
0COOMMBO BaX/IMBO BPaxOBYBaTW He Iuvlie 3aranbHy
TOYHICTb, arne N iHLWi SKICHI XapakTepucTnku mogeni.

OCHOBHMM iHCTPYMEHTOM OLHIOBAHHA € MaTpuus
HeBignosigHocTew (confusion matrix), sika gikcye KinbKiCTb
npaBuUIbHO Ta HEenpaBWUMbHO KracudikoBaHWX MOBIOOM-
NeHb KOXHOro knacy. Y Hawomy Bunagky krac "cnam”

YMOBINMbHUTU 30DKHICTD.

7
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Omxe Maemo:

e True Positives (TP) -
npaBuUIibHO KNnacudikoBaHi ik cnam;

o False Negatives (FN) — cnam, nomunkoBo knacu-
bikOBaHWUI 9K He cram;

e False Positives (FP) — He cnam, knacudikoBaHui sk
cnawm;

e True Negatives (TN) — He cnam, npaBuIbHO
KnacudikoBaHui AK He cnam.

Ha ocHoBi L€l MmaTpuLi 064MCrIOITE OCHOBHI METPUKM:

Cnam-noBigoMNeHHs,

Accuracy —  3aranbHa  4YacTka  NpaBUIbHUX
nepeabayeHsb:
TP+TN
Accuracy = —————. 5)
TP+TN+FN+FP

Precision (moyHicmb) onsa knacy "cnaMm" nokasye, siky
yacTky 3 ycix nepegbayveHux SK cnam MOBiAOMITEHb
crnpaegdi CTaHOBUTL Cnam:

TP
TP+FP ’ (6)

Recall (nosHoma) onsa knacy "cnam" Bu3Ha4vae, AKy
YacTKy 3i cripaBXHixX crnamiB Mofenb 3morfna npasuibHO
po3nisHaTK:

Precision =

TP (7)

TP+FN’
F1-score € rapMOHIYHUM cepefHiM MK TOYHICTIO Ta
NMOBHOTOHO:

Recall =

Fl=2 Prec‘is'ion*Recall ) (8)
Precision+Recall

Y nigcymky ©OaratoBumipHa cCuUCTEMA OLHIOBAHHS
[o3Bornsie BcebiyHO npoaHanidyBaTt poboTy knacudika-
Topa. MeTpukun precision, recall Ta fl1-score patoTb
MOXIMBICTb OKPEMO OLHUTU 30aTHICTb MOAEN BUSBNATH
crnam Ta yHuKaTu XMbHUX crnpaubOoBYyBaHb AN HE cramy.
Lle mae BupiwanbHe 3Ha4YeHHS ANS peanbHUX cueHapiiB
aBTOMATUYHOTO (QiNbTPYBaHHS ENEKTPOHHOI MOLITU, Ae
NMOMUIIKM MOXYTb MPU3BOAUTM AK [0 BTpATU BAXITMBUX
NoBIAOMINEHb, TakK i 4O NPOMNYCKy HeGaXXaHOro KOHTEHTY.

PesynbTtatn

[ns npoBefeHHs ekcnepuMeHTanbHOro A0CHiAKEHHS
BMKopuctaHo patacet The Enron Email Dataset,
poctynHuin Ha nnatdopmi Kaggle (2025). Llen Habip
MiCTUTb 5 157 enekTPOHHUX MOBIOOMIIEHb, KOXHE 3 SIKUX
Mae TEKCTOBY YacTuWHY Ta MiTKy, WO BKa3dye Ha Moro
HanexHicTb 40 oAHOro 3 ABox knacis: "ham" (3BuyaiiHe
noBigomneHHs) abo "spam" (HebaxkaHe NOBIOMMEHHS).

Spam

True label

Ham

Spam

Confusion Matrix (Spam = Positive Class)

[aHi npeacraeneHi y BUrnagi 4BOX KOSTOHOK:

e Message — TEKCT €NEeKTPOHHOTO NuUcTa (aHrMifCbKOK
MOBOI0).

e Category — mitka knacy (ham abo spam), wo
BMKOPUCTOBYETLCA SK LiiNboBa 3MiHHa A5 knacudikayi.

Poanogin knacie € HepiBHOMIpHUM:

e 87 % nosigomreHb Hanexarb A0 kracy ham (He cnam),

e 13 % — po knacy spam.

Takuin gucbanaHc TUMNOBO CMOCTEpIraeTbCsl B pearb-
HUX EneKTPOHHUX CKPUHbKax i CTBOPHOE [O0OaTKOBI
CKMNafHOoLLi Ansi HaBYaHHA Moferen, OCKiNbKA anropuTmMm
MaLLUVHHOTO HaBYaHHSA MatTb CXWUMbHICTb 40 AOMIHYHYOro
knacy. Came Tomy nig 4ac obpobneHHs paHux 6yno
BMKOPUCTAHO METOAM, CMIPAMOBAaHI Ha KOMMEHCcaLito Liboro
ancbanaHcy, 3okpema i SMOTE.

Cami noBigoOMMeHHsa y aartaceTi MaloTb OOBXMHY Bif
OLHOTO A0 KiNbKOX peyeHb i MICTATb 9K 3BUYANHY, TaK i
peknamHy nekcuky. Cnam-MoBiJOMMEHHs, 3a3Bu4yain,
BKItOYaoTb hpasu Ha KwranT "win", "free entry", "urgent",
AKi XapakTepHi Ana iwnHroBnx abo peknamHux NuCTIB.
HaTtomicTb noBigomrneHHss knacy "ham" oxonnowTb
LWoAeHHe  NUCTYBaHHA,  XapTW, KOpOTKi  ocobucTi
MOBiJOMINEHHS TOLLO.

[MoBiAOMMEHHS He MalTb CTPYKTYpOBaHUX MOSiiB,
TakMx SIK TeMa Y agpecart, i po3rnsagaTbCs BUKITHOYHO SK
HECTPYKTYpOBaHMN  TeKCT, WO  pobuTb  3agadvy
niHreicTnyHot. Lle gossonsie cdokycyBaTuUCh Ha aHanisi
3MiCTy noOBIigOMIIEHb | SKICHOMY mnpenpoLecuHry, 6e3
3anexHoCTi Big MeTagaHux.

Omxe, BnbpaHun Habip gaHWX € penpeseHTaTVBHUM
npuknagom 3agadi inbTpauii enekTPOHHOT MOoWTN Ha
piBHi 3MIiCTy NOBiAOMMEHb | [O3BONSE MoOAentoBaTn
KnacudikauinHi anropuTMmn 3 OpiEHTaUEd Ha peanbHi
cueHapii 3acTocyBaHHS.

Po3pob6neHa Mmogernb noricTu4Hoi perpecii, HaB4eHa 3a
[OOMOMOrOK  PajieHTHOro Crycky, MpoAEeMOHCTpyBana
BWCOKi MOKa3HMKN AKOCTI Mpu KnacudikaLii enekTpoHHNX
noBigomIeHb Ha agi kateropii: "cnam" i "He cnam” (puc. 3).
Ons ouiHioBaHHA i1 edeKTMBHOCTI BMKOPWCTOBYBamnu
TecToBy BUBIpKy, sika 6yna nonepedHbLO BidoKpemrieHa Bif
HaBYarnbHOI Ha eTani npenpouecuHry. Takum cnocobom,
Oyno  3abesneyeHo  OG'EKTUBHICTL  BMMIpPHOBaHHS
pe3ynbTaTiB | BUKIIOYEHO  MOXMMBICTb  BUTIKaHHSA
iHdbopmaLii 3 HaBYanbLHOro etany.

1400
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800

600

400

200

Ham

Predicted label

Puc. 3. Matpuus HeBignosigHocTen ans TectoBol BUGIpkM (Spam — NO3MTUBHUIA Knac)
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PesynbTatn knacudikauii npeacrtaBneHo y BuUrnsagi
maTpuui  HeBignoBigHocTen (confusion matrix), <dka
BifoOpaXkae KinbKiCTb MNpaBWIbHO Ta HenpaBUIIbHO
KnacudikoBaHux nosigomneHb 060x knacis (puc. 4):

e 201 cnam-noBigoOMMeHHs1 BGynn nNpaBUIbHO Knacu-
dikoBaHi sik cnam (True Positives),

e 23 cnam-nucTy 6ynu NOMUIIKOBO PO3Mi3HaHi K He
cnam (False Negatives),

e 10 3BMYariHUX nOBIAOMMEHb Oynn MNOMWKOBO
BigHeceHi oo cnamy (False Positives),

precision

Ham 9.98

Spam @.95
accuracy

macro avg a.97

weighted avg 8.98

e 1438 He cnamiB Bynn KOPEKTHO KnacudikoBaHi SK
He cnam (True Negatives).

3aranbHa TOYHICTb Knacudpikauii (accuracy) cTtaHo-
Buna 98 %, wWo cBiguuTb npo Te, Wo abcontoTHa
Oinbwictb nepepbayeHb Mogeni Oynu NpaBUNTbHUMW.
MpoTe nig Yac ouiHBaHHSA AKOCTI Knacudikalii B ymoBax
noyaTkoBoro AucbanaHcy KnaciB BaXnMBO He OOMexy-
BaTUCA nuvWe 3aranbHol  TouyHicTio. Came Tomy
npoaHanisoBaHo rMubwi MeTpuku: precision, recall i
f1-score onsa KOXHOro 3 Knacis okpemo.

recall fl-score support
.99 8.99 1448
8.98 @.92 224
8.98 1672

B8.95 8.96 1672
B.98 @.98 1672

Puc. 4. MeTpuku ouiHIOBaHHSA MoAeni NOriCTUYHOI perpecii Ans TecToBoi BUBIpKK

Ona knacy "Ham", akuin € ymcenbHiluMM y gaTaceri,
MoAernb AOCsrna Takux pesynbTaTiB:

e Precision 0.98: nuwe 2 % noBiaOMMEHb,
KnacudikoBaHuX sik He crnam, Hacnpaszi Oynv cnamom.

e Recall - 0.99: 3 ycix peanbHUX NOBIOOMIIEHb, SIKi HE
€ cnamom, 99 % Bynu NpaBuIbHO BUSIBIEHI.

e F1-score 0.99: rapMmoHiNHWMIA GanaHc Mix
TOYHICTIO | MOBHOTOHO.

[ns knacy "Spam", Skuii € MeHL! NpeacTaBneHnM:

e Precision — 0.95: 3 ycix nepegbayeHb knacy cnam,
95 % BUSBMMMCA NPaBUNBbHUMMU.

e Recall 0.90: mopgenb BusBuna 90 %
peanbHuX cnamiB y TECTOBI BMBIpLi.

e F1-score —0.92: 3Ha4eHHs, L0 niaTBEPAXYE [0OpE
NoeAHaHHS TOYHOCTI Ta BUSIBIIEHHSA criamy.

Macro average F1-score crtaHoBuTb 0.96, O OEMOH-
cTpye 306anaHcoBaHy NPOAYKTVMBHICTb Mogeni ans obox
KnaciB HesanexHo Big I1XHbOI 4YacTkM B Habopi AaHuX.
Weighted average F1-score popisHioe 0.98, WO TaKox
niaTBep4KyE HaAINHICTL MOAENI Y MPaKTUYHOMY 3aCTOCYBaHHI.

HanbinbLumin BUKNUK TpaguLiHO Nonsarae y BUSIBIEHHI
MEHLLOCTi Knacy — cnamy. Hessaxatoum Ha Te, wo Recall
Anst Hboro Aewo Hwkymi (0.90), Moaenb NPOAEMOHCTPY-
Bana 3aaTHICTb npaBunbHO KnacudikyBaTn OGinbLuicTb
crnam-noBiAOMMEHb | BogHOYAC He nnyTaTu ix i3 neritum-
HVMW NIUCTamMK, L0 BaXXIMBO A KOPUCTYBALbKOro 10CBiay.

Omxe, Mogenb fOrCTUYHOT perpecii Ha OCHOBI rpagieHT-
HOrO CMycKy, Y NOEeAHaHHI 3 peTeNbHUM NPENPOLECUHIOM i
MeTodamu 6GanaHcyBaHHS BMOIpKM, MNpoaeMOHCTpyBana
BUCOKY e(PeKTUBHICTb Y Knacudikauii TEKCTOBUX eneKTPOoH-
HKX MOBIAOMIIEHb, 30KPEMA 11 Y BUSIBIIEHHI Crlamy B yMOBaX
obMexeHuX i HeabanaHCcoBaHUX JaHMX.

Ouckycis i BACHOBKM

Pesynbtat  gocnigKeHHs
NOriCTUYHa perpecisi, peanisoBaHa 3 BUKOPUCTAHHSM
rpafieHTHOro cnycky, € edeKTMBHUM | BOAHOYac
iHTEpPNpPeTOBaHUM  IHCTPYMEHTOM  And  Krnacugikauii
TEKCTOBUX MOBIAOMIEHb Ha cnam i He cram. [JocarHyta
TOYHICTb Knacuaikauii Ha piBHi 98 % CBiAYMTb MPO BUCOKY
30aTHICTb MoAeni [0 y3aranbHEHHs HaBiTb 3a YMOB
obmMexeHoro obcsry HaByanbHUX [daHUX | HasiBHOrO
ancbanaHcy Mix Knacamu.
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OQHUM i3 KIOYOBUX YMHHMKIB, LLO BMIIMHYB Ha SIKICTb
MoZeni, € eTan NiAroToBKM TEKCTOBUX AaHuX. PeTernbHe
BMKOHAHHSA MPEenpoLecuHry BKMtOYauM BUAANEHHS
NyHKTyaLii Ta yicen, inbTpaLito cTon-cnis, nemaTunsadito
Ta BigCiKaHHA  KOPOTKMX  TOKEHIB —  [O3BONUIO
nepeTBopuTM HeoOpobneHu TeKCT Ha CTPYKTypoBaHe
npeacTaBneHHd 3 MiHimymoMm wymy. Lle cTBOopuno
HeobXifHi nepeaymoBu Anst edpeKTUBHOI BeKkTopu3aLi Ta
noaanbLUIOro HaBYaHHS.

3actocyBaHHa TF-IDF BekTopu3auii 3abe3neyunno
3BaXEHe BpaxyBaHHA | 4acTOoTW TEepMiHiB, i IXHbOT
peneBaHTHOCTI B Mexax koprycy. Takui nigxig Ao3Bonse
30cepeamnTUCh Ha TUX CroBax, Lo MakoTb iHPOPMaTUBHY
LiHHICTb, Ta 3MEHLWWUTU BMNMMB YacTO BXMBaHUX, arne
MarnosHavywmx cnie. BaxnuBow petannio € BUKOpUC-
TaHHs L2-Hopmanisauii, Lo BUPIBHIOE JOBXUHN BEKTOPIB i
cnpusie  cTabiNbHOCTI  Ta  KOPEKTHOCTI  CXOAKEHHS
rpafieHTHOro anropuTmy.

Ockinbkn noyaTtkoBi AaHi Manu cyTTeBuin AmncbanaHc
Mix knacamu (87 % He cnamy Ta 13 % cnamy), ocobnmey
ponb Bigirpano 3actocyBaHHa wMeTogy SMOTE, wo
[O3BONMUB LITy4HO 36anaHcyBaTu BUOIpKY reHepauieto
CUHTETUMHUX MPUKNadiB MeHWocCTi. Takui nigxig Aas
3amory wmogeni nobauntn Ginblwe Bapiauin cnam-
nosigomMneHsb i nigBuwuTy recall 6e3 BTpaTVt TOYHOCTI.

Mogenb npogeMOoHCTpyBana CuIlbHi MOKa3HUKN  SIK
ansa nepesaxatodoro knacy ("He cmam"), Tak i Ang
MeHW npefcTaerieHoro knacy ("cnam"). [Ona  knacy
crnamy 3HayeHHs precision cknano 0.95, recall — 0.90, a
f1-score 0.92, wo cBiguUMTb nNpPo edEeKTUBHICTb
BUSIBNEHHST Heba)kaHMX MOoBiAOMIEHb MPU  MiHIManbHIN
KiflbKOCTi moMuUIok. [1ns knacy He cnamy Ui NOKasHWKK Le
BuLi: precision — 0.98, recall — 0.99, f1-score — 0.99.
MakpocepeaHe 3HauyeHHs F1-meTpukm (0.96) i 3BaxeHe
cepegHe (0.98) nigTBepaXyOTh 30anaHcoBaHiCTb Moaeni
3a BCiMa MeTpuKamu, L0 BaXXIMBO B YMOBaX No4aTKOBOIro
nepekocy y Bubipui. Lle o3Havae, wo moaenb He nvwe
npaBUIbHO po3ni3Hae OGinbLiCTb MOBiAOMMNEHb, ane M
36epirae cTabinbHy siKicTb Ha 060X Knacax.

3aranom, pesynbTatM NIATBEPAXYOTb MPaKTUYHY
npugaTHicTe 0bpaHoro migxody [0 aBTOMAaTUYHON
knacudikauii €MeKTPOHHUX nnCTIB. MoeaHaHHs

TNOTCTUYHOT perpecii, rpagi€eHTHOro Crycky, rpamMoTHO
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OpraHi3oBaHoOro npenpouecuHry 1 6anaHcyBaHHSA BUBIpKM
[ano 3mory AOCArTY BUCOKOT TOYHOCTI Mpu 36epexeHHi
NPO30pPOCTi Ta KepoBaHOCTI BCiEl Moaeni.

BHecok aBtopiB: Biktop Mopo3oB — koHuenTyanisauis;
MeTOoAOororisA; aHania mKepen, NiAroTyBaHHSA ornagy nirepatypu
abo TeopeTuMYHUX 3acapg docnimkeHHs; Bnagucnas [erHera —
36ip emnipyyHUX OaHux Ta  IxHA  Banigauis;  emnipuyHe
LOCTiAKEHHS.

[xepena ciHaHcyBaHHA. Lle gocnigkeHHs He oTpumarno
XKOOHOro rpaHTy BiA (iHAHCOBOI yCTaHOBM B [AepXaBHOMY,
KOMepLiMHOMY abo HEKOMEPLINHOMY CeKTopax.
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SPAM DETECTION IN TEXT MESSAGES USING LOGISTIC REGRESSION BASED
ON GRADIENT DESCENT

Background. Withthe increasing volume of email communication, the problem of spam filtering is becoming more and more relevant.
According to statistical research, spam constitutes a significant portion of global email traffic, creating risks both for security and for the efficiency
of electronic communication. In this context, natural language processing (NLP) and machine learning methods are gaining particular importance.
The aim of this study is to develop a model for classifying email messages into spam and non-spam using logistic regression implemented via
gradient descent, in combination with text data processing methods.

Methods. The model was trained on a dataset containing over 5,000 email messages labeled as spam or non-spam. The data were
preprocessed by removing noise components such as punctuation, numbers, stop words, and short tokens, followed by lemmatization. The cleaned
texts were converted into numerical format using TF-IDF vectorization with L2 normalization. To address the class imbalance, the SMOTE method was
applied. The model was trained using a classical gradient descent scheme with a sigmoid activation function and a logarithmic loss function.

Results. The resulting model achieved high performance on the test set: overall accuracy was 98%, with an F1-score of 0.92 for the spam
class and 0.99 for the non-spam class. The recall for spam reached 0.90, indicating the model’s ability to detect most unwanted messages without
excessive false positives. The balance between precision and recall is also reflected in macro and weighted average F1-scores, both exceeding 0.96.

Conclusions. The findings demonstrate the effectiveness of combining logistic regression, gradient descent, and text preprocessing
for the spam classification task, even in the presence of imbalanced data. The proposed approach is both efficient and interpretable, making it
suitable for practical implementation in email filtering systems.

Keywords: machine learning, natural language processing, gradient optimization, email filtering, text preprocessing, classification.
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