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МЕТОДИ ДЕСТРУКТИВНОГО  
ВПЛИВУ ТА ЗАХИСТУ КОНТЕНТУ  

В СОЦІАЛЬНИХ МЕРЕЖАХ 
 

 
Розглянуто актуальну тему захисту суспільства від деструктивних впливів у соціальних мережах. Доведено, 

що для запобігання подібним впливам, необхідно оцінювати не тільки матеріали, що містяться в текстах, аудіо- 

та відеоконтентах, а й тональність інформації, що поширюється в них. Тональність є однією з характеристик 

думки або емоції і нині використовується як основний параметр для класифікації текстів за тематичними 

категоріями. Це пояснюється зручністю й ефективністю класифікації за цим принципом та значно спрощує 

інші завдання з  класифікації текстових постів. Сформовано категорії тональної оцінки. Доведено можливість 

оцінювання настрою за одновимірним або багатовимірним параметром. Показано можливість використання 

для класифікації тональності тексту двох підходів. Перший – це автоматичний аналіз цифрових текстів 

комп'ютерами з елементами машинного навчання або навчання з учителем. Другий – за допомогою словників 

(тезаурусів), підключених до програми. Наведено недоліки, які виникають у автоматичних комплексах для 

визначення тональності. Запропоновано новий алгоритм роботи автоматичних комплексів. Зазначено, якщо 

якість системи аналізу тональності тексту оцінюється тим, наскільки добре вона узгоджується з думкою 

людини щодо емоційного оцінювання   досліджуваного тексту, то для цього можуть використовуватися такі 

показники, як точність і повнота. Наведено розрахунки цих параметрів. Під час розгляду публікації, 

представленої у формі зображення, зазначено необхідність враховувати параметри яскравості, контрасту, а 

також колірних поєднань, оскільки ці показники потенційно можуть використовуватися розповсюджувачами 

деструктивного контенту для привернення уваги мережі користувачів. Заявлено, що фотоматеріали можуть 

містити різні праворадикальні знаки та символи, які можуть стосуватися пропаганди певної забороненої 

організації чи ідеології. Представлено частоти, завдяки яким можливо дестабілізаційно впливати на організм 

людини. Проведено аналіз можливих методів впливу на свідомість користувача соціальними мережами. 

 

 
Ключові слова: деструктивні впливи аудіо- та відеоконтентів; соціальні мережі; аналіз тональності 

тексту; методи аналізу. 
 

 

1. ВСТУП 

Соціальні мережі нині відіграють важливу роль 
у житті кожної людини. Для них немає кордонів, 

тому вони об'єднують аудиторію не лише жителів 
однієї держави, а й усієї планети. За їх допомогою 

обмінюються різноманітними типами контенту: 
текстовим, аудіо, фото та відео, що у свою чергу 

серйозно впливає на світогляд кожної окремої 

людини. У зв'язку із цим виникає необхідність 

захисту соціально-інформаційного простору 
шляхом виявлення деструктивного контенту, який є 

шкідливим для користувачів та суспільства в цілому 
[1]. Для запобігання подібним впливам, необхідно 

оцінювати не тільки матеріали, що містяться в 
текстах, аудіо- та відеоконтентах, а й тональність 

інформації, що поширюється в них [2, 3]. 

© Браіловський М., Хорошко В., 2023 
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2. ВИКЛАДЕННЯ  

ОСНОВНОГО МАТЕРІАЛУ 

Аналіз тональності тексту – клас методів 

контент-аналізу в комп'ютерній лінгвістиці, 

призначених для автоматичного виявлення 

емоційно забарвленої лексики в текстах та 

емоційної оцінки авторів щодо об'єктів, про які 

йдеться у тексті. 

Тональність – емоційне ставлення автора 

висловлювання до якогось об'єкта, виражене в 

тексті. Емоційний компонент, виражений на рівні 

лексеми чи комунікативного фрагмента, 

називається лексичною тональністю. Тональність 

усього тексту в цілому можна визначити як 

функцію лексичної тональності складових його 

одиниць і правил їхнього поєднання [4]. 

Тональність є однією з характеристик думки 

або емоції і нині використовується як основний 

параметр для класифікації текстів за тематичними 

категоріями. Це пояснюється зручністю й 

ефективністю класифікації за цим принципом та 

значно спрощує інші завдання щодо класифікації 

текстових постів. Зручність полягає у спрощенні 

класифікації шляхом зведення її до оцінювання  

лише одного параметра. Результат визначення 

класу тексту за настроєм можна уточнити за 

допомогою інших зазвичай відомих параметрів 

(наприклад, автора публікації, регіону, в якому 

вона була написана, спільноти користувачів 

тощо). Тематичні категорії для класифікації слід 

визначити заздалегідь. Автор і тема публікації 

можуть бути відомі, і в цьому випадку головною 

метою аналізу є визначення їхнього відношення до 

обговорюваної теми. Якщо автор та/або тема 

невідомі, то першим завданням є визначення теми 

обговорення, наступним завданням є оцінювання 

тональності висловлювань автора, а потім, за 

потреби, визначення автора публікації [5, 6].  

Незважаючи на те, що завдання класифікації 

зводиться, здавалося б, до одновимірності 

(визначення одного параметра тексту – його 

тональності), воно залишається досить складним, 

оскільки сам параметр може бути як 

одновимірним, так і векторним, і необхідно 

вибрати шкалу і правила відповідності її значень. 

Багатовимірний параметр оцінюється за кількома 

шкалами. Отже, тональність може відображати як 

одновимірний емоційний простір, так і 

багатовимірний. Якщо для відображення емоцій 

обрано одновимірний простір, то параметр 

"тональність" може набувати одне з можливих 

значень n-вимірної шкали. Якщо вибрано 

багатовимірний простір, то необхідно вибрати 

основу для цього простору, тобто базові емоції – 

радість, гнів, страх тощо [5], які перетворюються 

на шкали оцінок. 

Аналіз тональності проводять для того, щоб, 

по-перше, визначити ставлення автора до пред- 

мета обговорення, по-друге, виявити авторську 

позицію, по-третє, виявити додаткові ознаки 

думки (наприклад, первинна вона чи запозичена, 

чи є подібні погляди). Так, у [7] думки поділено 

на два типи: пряма думка і порівняння.  

Безпосередню думку можна формально 

представити як кортеж [7]: 

O = (e, f op, h, t),                           (1) 

де e (сутність) – об'єкт настрою, тобто предмет 

обговорення; f (feature) – властивості об'єкта 

тональності (атрибути, частини об'єкта); 

op (орієнтація або полярність) – тональна оцінка 

(емоційна позиція автора щодо згаданої теми); 

h  (тримач) – суб'єкт тональності (автор думки); 

t (час) – момент часу, коли була залишена думка. 

Порівняння здійснюють відносно будь-яких 

предметів, явищ, подій або їхніх властивостей. 

Порівнюють дві або більше думок, кожна з яких 

може бути представлена як первинна (1). Резуль- 

татом порівняння є думка про перевагу одного 

об'єкта над іншим (перевага властивості одного 

об'єкта над подібною властивістю іншого об'єкта). 

Ознакою переваги в тексті є ступені порів- 

няння прикметників, частин мови та морфем 

(дієслова, прислівники, суфікси тощо). Очевидно, 

що для різних мов необхідно формувати відпо- 

відні набори ознак. 

Формальне представлення порівняння зале- 

жить від його мети. Наприклад, якщо порівнюють 

два об'єкти, то формальне представлення може 

бути таким [7]:  

C=(O1 , O2 ,F,Op,h,t),                    (2) 

де O1 , O2 – об'єкти порівняння; F – набір загальних 

характеристик, які порівнюються; Ор – сукупність 

уподобань автора думки; h – суб'єкт тональності 

(автор, тобто той, кому належить ця думка); t – мо- 

мент часу, в який висловлено порівняльну думку. 

Тональну оцінку можна сформувати за такими 

категоріями [3, 6–8]: 

1) позитивна, негативна; 

2) позитивна, негативна, нейтральна (відсут- 

ність емоційного забарвлення); 

3) більше градацій, наприклад, позитивна, се- 

редньопозитивна, злегка позитивна, нейтральна, 

злегка негативна, середньонегативна, негативна. 

Оцінювання настрою може здійснюватися за 

одновимірним або багатовимірним параметром 

[5, 6, 8]. 
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1. Класифікація тональності за бінарною 

шкалою. Бінарна шкала передбачає дві оцінки: 

позитивну і негативну. Це найпростіший спосіб 

класифікації з погляду формалізації завдання, 

якщо висловлена однозначна думка. Проте автор 

може висловити свою точку зору, наприклад, 

аналізуючи об'єкт із різних сторін. Думка може 

містити ознаки як позитивного, так і негативного 

емоційного забарвлення. У цьому випадку одно- 

значно оцінити тональність дуже складно і не 

завжди можливо. 

2. Класифікація тональності за багатовимір- 
ною шкалою. Між полярними оцінками, позитив- 

ними та негативними, вводять додаткові градації. 
Чим більше градацій, тим складніше завдання 

класифікації. Потрібна поступова класифікація. 
Етап 1. Класифікація нейтральної тональності.  

Етап 2. Класифікація негативної/позитивної 
тональності.  

Етап 3. Класифікація ступеня позитивності/не- 
гативності.  

3. Системи градації (шкалування) формують 
шляхом надання різним словам відповідного 

числа з вибраного інтервалу, наприклад, від 
мінус 1 до 1. При цьому мінус 1 відповідає най- 

більш негативній тональності, 0 – нейтральній, а 
1 – найбільш позитивній. Тобто кожному слову 

присвоюється ступінь важливості. Це, по суті, і є 

формування вектора ваг. Текст, який аналізу- 
ється, попередньо досліджується за допомогою 

засобів оброблення мови (інструментів і алго- 
ритмів) з метою виокремлення слів або фрагмен- 

тів для подальшого оцінювання тональності.     
4. Суб'єктивність/об'єктивність. Визначення 

суб'єктивності/об'єктивності тексту – окрема 
проблема. Складність посилюється тим, що слова  

або фрази можуть використовуватися в певному 
контексті. Крім того, слід розрізняти, коли автор 

цитує чужу думку, з якою він може повністю або 
частково погоджуватись чи не погоджуватись. 

Об'єктивним вважається "неупереджений" текст, 
який не містить судження, а тільки викладає 

поточний стан речей. Наприклад, стаття новин. 
Ідентифікацію об'єктивності/суб'єктивності вико- 

ристовують як додатковий етап класифікації зміс- 

ту: попередньо вилучивши об'єктивні думки (рече- 
ння), можна отримати точнішу оцінку настрою. 

Детальніший аналіз можна провести на основі 
моделі функції/аспекту. Спочатку встановіть 

об'єкти (властивості), за якими буде оцінюватися 
тональність, а потім визначте її якимось чином 

(наприклад, як функцію). У процесі розв'язування 
задачі класифікації визначається об'єкт, виокрем- 

люється відповідна йому функція та оцінюється 
тональність. 

Для класифікації тональності тексту 
використовують два підходи. Перший – це 

автоматичний аналіз цифрових текстів 
комп'ютерами з елементами машинного навчання 

або навчання з учителем [9, 10]. Другий – за 
допомогою словників (тезаурусів), підключених 

до програми [11–15]. Відмінності між цими 
підходами очевидні: перший забезпечує більш 

точний результат і більший обсяг даних для 

оброблення, другий – легший у реалізації. Якщо за 
допомогою другого підходу вдається не повністю 

завантажувати базу даних, а оптимізувати вико- 
ристання словників, то швидкість оброблення й 

обсяг оброблених даних можна збільшити. 
Усі згадані вище тезауруси були створені для 

англійської мови. Для української мови подібних 
розробок практично немає. Тому розглянемо, як 

приклад, подібні твори для російської мови. 
Зараз у Санкт-Петербурзькому державному  

університеті кафедра математичної лінгвістики 
розробляє базу даних російською мовою 

RussNet, подібну до WordNet. Тезаурус RussNet 
містить 1300 іменників, 1900 дієслів, 1100 прик- 

метників, 200 прислівників. Внутрішньомовна 
структура мови недостатньо розвинена, тому 

тезаурус не пов'язаний з Inter-Lingual-Index [16]. 
Програма Абріаль [17] була розроблена 2004 р. 

А. І. Пацкіним у Російському науково-дослідному 

інституті штучного інтелекту з метою аналізу 
текстів російською мовою. Програма застосовна 

для широкого кола завдань, включаючи аналіз 
настроїв, але має істотний недолік: база даних 

повністю завантажується у віртуальну пам'ять. 
Тезаурус Роже був використаний як база даних,  

яка передбачає шість семантичних категорій: 
абстрактні відносини, простір, матерія, розум, 

воля, чуттєві та моральні сили. Усередині цих 
категорій будуються деревоподібні ієрархії 

підкласів. Для спрощення пошуку слова розта- 
шовуються в алфавітному порядку та забез- 

печуються інформацією про місце в ідео- 
графічній класифікації. 

Метрики й інструменти для аналізу деструк- 
тивного контенту в соціальних мережах та опис 

прикладного програмного забезпечення щодо 

виявлення деструктивного вмісту в постах пред- 
ставлено у [18]. Були зроблені такі кроки: підклю- 

чення словників, нормалізація слів шляхом 
стемінгу. Однак основними параметрами у 

визначенні деструктивності контенту є відгуки 
користувачів мережі.   

Відомі також методи, засновані на пошуку 
лексичної тональності у тексті за попередньо 

складеними тональними словниками та прави- 
лами з використанням лінгвістичного аналізу, де 
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спочатку визначається емотивна лексика, а потім 

текст оцінюється сукупно (наприклад, підсумо- 
вуванням значення тональності окремих речень) 

на основі кількісної шкали, градуйованої від 
негативної до позитивної оцінки [19]. Для аналі- 

зу використовують списки правил, регулярні ви- 
рази та спеціальні правила зв'язування тональної 

лексики в реченні.  
Підвищення точності оцінювання тональності 

тексту можна досягти шляхом введення ваг для 

термінів. Найбільшу вагу повинні мати терміни, 
які краще відповідають тематиці тексту [6].  

Аналіз показує, що автоматичні комплекси для 
визначення тональності мають такі недоліки: 

• великий обсяг навчальних даних;   
• складність навчання та неоднозначність ре- 

зультату навчання: з одного боку, збільшення 
обсягу навчальних даних дозволяє точніше на- 

лаштувати комплекс, з іншого боку, навчання 
залежить від ходу установки (викладача) і може 

призвести до різних результатів;   
• навчання відбувається за алгоритмом "чорної 

скриньки", тобто його формалізація неможлива;    
• складність складання семантичних словників.  

Тому пропонується використовувати автома- 
тизований комплекс оцінювання тональності, 

який працює за таким алгоритмом: 

1)  складання списку контенту;  
2) формування бібліотек деструктивних кон- 

струкцій;   
3) завантаження контенту та бібліотек кон- 

струкцій;   
4) поділ контенту на об'єкти, розділені клю- 

човим словом;   
5)  порівняння кожного об'єкта контенту з бібліо- 

теками деструктивних конструкцій;   
6) згодом записування кількості деструктив- 

них слів у кожному об'єкті контенту до змінної;   
7) аналіз і відсоткове оцінювання тональності 

тексту за такими розділами:   
• антиукраїнська пропаганда;   

• пропаганда екстремізму та тероризму;   
• критика існуючого порядку у країні;   

• розпалювання міжнаціональної ворожнечі;   

• заклики до насильства та суїциду;   
• заклики до повалення влади;   

• підрив духовно-моральних цінностей;   
• пропаганда алкоголізму та наркоманії;   

• інші негативні прояви;   
8) візуалізація результату.   

Для текстового контенту аналіз базується 
насамперед на вивченні його структури, а саме 

наявності та частоти вживання слів, пов'язаних із 
різними темами деструктивного змісту (ДК) 

(екстремізм, націоналізм тощо). Важливу роль в 

аналізі відіграє знакова організація тексту, яка, у 

свою чергу, включає три компоненти:  
• синтактика, яка порівнює різні знакові 

системи часової послідовності;   
• семантика, яка демонструє відношення 

семантичного значення з пропозиціональним 
змістом тексту;  

• прагматика, яка порівнює текст із його 
комунікативними установками.  

Наступним критерієм може бути визначення 

емоційного забарвлення тексту. Існують алго- 
ритми автоматизованого оцінювання  тональності 

тексту, в якій значення обчислюється в діапазоні 
від 0 до 100 %, але це призводить до великого 

розкиду значень. Тому зручніше використовувати 
оцінку параметра настрою в діапазоні від 0 до 1, де 

1 – позитивна оцінка, тобто вміст не є деструк- 
тивним, а 0 – негативна (деструктивна). 

Точність і якість системи аналізу тональності 
тексту оцінюється тим, наскільки добре вона 

узгоджується з думкою людини щодо емоційного 
оцінювання досліджуваного тексту. Для цього 

можуть використовуватися такі показники, як 
точність і повнота.  

Формула для знаходження повноти:  

𝐸𝑛𝑡𝑖𝑟𝑒𝑡𝑦 =
𝐶𝐸𝑂

𝑇𝑁𝑂
,                         (3) 

де CEO (correctly extracted opinions) – правильно 

розпізнані думки, TNO (total number of opinions) – 
загальна кількість думок (як знайдених системою, 

так і не знайдених).  
Точність обчислюється за формулою  

𝑉𝑒𝑟𝑎𝑐𝑖𝑡𝑦 =
𝐶𝐸𝑂

𝑇𝑁𝑂𝐹𝑆 
,                      (4) 

де CEO (correctly extracted opinions) – правильно 

розпізнані думки, TNOFS (total number of opinions 
found by system) – загальна кількість думок, 

знайдених системою.  
Таким чином, точність виражає кількість дос- 

ліджуваних текстів, речень або документів, в 
оцінюванні яких думка системи аналізу тональ- 

ності збіглася з думкою експерта. Причому, 
згідно з дослідженнями, експерти зазвичай 

погоджуються в оцінках тональності конкретного 
тексту в 78,4 % випадків. Тобто програма, яка 

визначає тональність тексту з точністю 70 %, 
робить це майже так само добре, як і людина.  

У розгляді публікації, представленої у фор- 
мі/або зображенні, необхідно враховувати пара- 

метри яскравості, контрасту, а також колірних 
поєднань, оскільки ці показники потенційно 

можуть використовуватися розповсюджувачами 

деструктивного контенту для привернення уваги 
мережі, користувачів. 



Безпека інформаційних систем і технологій, № 1(6), 2023                                                           

 

9 

Для визначення яскравості зображення вико- 

ристовують вираз [20] 

Y = 0,299R +0,578G +0,114В.             (5) 

Яскравість зображення виражають як середню 

яскравість усіх пікселів. Яскравість одного 

пікселя розраховують за формулою  

Y =Rp + Gp +Вp,,                     (6) 

де Y p – яскравість пікселя; Rp – червоний колір;  

Gp – зелений колір; Вр – синій колір; p – індекс 

числа пікселів. 

Тоді фізичну яскравість зображення (видимо- 

го), що містить N пікселів, можна обчислити за 

формулою   

𝑌 = 
1

𝑁
∑ 0,299𝑅𝑝  + 0,578 𝐺𝑝  + 0,114𝐵𝑝
𝑁
𝑝=1 , (7) 

де Y – яскравість зображення; p – індекс підсу- 

мовування; N – кількість пікселів зображення. 

Для оцінювання контрастності можна викорис- 

товувати дисперсію яскравості пікселів зображення: 

σ2 =
1

𝑁
∑ (𝑌𝑝 − 𝑌)

2𝑁
𝑝=1 ,                (8) 

де σ – стандартне відхилення. 

Параметри для оцінювання яскравості та 

контрастності змінюються на інтервалі від [0; 1].  

Відношення стандартного відхилення σ до 

максимально можливого значення яскравості Ymax  

дозволить виміряти контраст яскравості С:  

𝐶 =
2√𝑁 ∑ (𝑌𝑝−𝑌)

𝑁
𝑝=1

∑ 0,299𝑅𝑝max  +0,578 𝐺𝑝max  +0,114𝐵𝑝max
𝑁
𝑝max=1

,  (9) 

де С – контраст яскравості зображення; RPmax , 

GPmax , VPmax  – значення Rp , Gp , Vp , що відпо- 

відають максимальному значенню яскравості 

зображення Y max .  

Критерій (9) є інтегральним і змінюється в 

межах від 0 до 1, де 0 – одноколірне зображення, 

а 1 – найбільш насичене. 

Однак, аналізуючи вміст фотоконтенту щодо  

його помітності, має сенс розглядати значення 

контрасту яскравості (C) лише в діапазоні від 0,5 

до 1, який характеризує зображення, бо завдяки 

своїй яскравості та контрастності привертають 

більше уваги користувачів порівняно із 

зображенням зі значенням параметра від 0 до 0,5. 

Згідно з науковими дослідженнями в галузі пси- 

хології, кольори можуть впливати на сприйняття 

інформації людиною [21, 22]. З погляду деструк- 

тивного впливу на користувача соціальної мережі, 

особливу увагу слід звернути на такі кольори:  

• чорний – деструктивність, придушення,  

депресія, порожнеча, застосування сили як прояв 

слабкості й егоїзму; 

• червоний – фізичне насильство, нетерпи- 

мість, хтивість;  

• синій – ідеалізм, фанатизм, субординація.  

Основним інструментом поєднання кольорів є 

коло кольорів [23], сконструйоване таким чином, 

що поєднання будь-яких кольорів, обраних із 

нього, добре виглядатиме разом. Головне, пра- 

вильно використовувати поєднання кольорів. 

Відповідно до теорії кольору гармонійні поєд- 

нання кольорів виходять: 

• із будь-яких двох кольорів, розташованих 

один навпроти одного на колірному колі; 

• у разі використання будь-яких трьох кольо- 

рів, рівномірно розподілених на колірному колі з 

утворенням трикутника; 

• у випадку використання будь-яких чотирьох 

кольорів, що утворюють прямокутник. 

Гармонійні поєднання кольорів називають ко- 

лірними схемами. Ці схеми залишаються гармоній- 

ними незалежно від кута повороту, що дозволяє роз- 

ширити можливі комбінації маніпуляцій свідомістю.  

Якщо необхідно на чомусь зосередити увагу ко- 

ристувача, вони використовують техніку з комплі- 

ментарними або додатковими кольорами. Це будь-

які два кольори, один проти одного розташовані на 

колірному колі. Наприклад, синій і помаранчевий, 

червоний і зелений. Ці кольори створюють високий 

контраст, тому їх використовують, коли ви хочете 

щось виділитися. В ідеалі один колір застосовують 

як фон, а інший – як акцент. 

Класична тріада – це поєднання трьох кольо- 

рів, які рівновіддалені один від одного на колір- 

ному колі. Наприклад, червоний, жовтий і синій. 

Схема тріади також має високу контрастність, 

але більш збалансована, ніж додаткові кольори. 

Принцип тут полягає в тому, що один колір 

домінує і підкреслюється на фоні двох інших. 

Така композиція виглядає живою навіть під час 

використання блідих і ненасичених кольорів. 

Крім того, фотоматеріали можуть містити різні 

праворадикальні знаки та символи, які стосуються 

пропаганди певної забороненої організації чи ідео- 

логії. Це може бути як відомий символ свастики або 

якихось рун, так і менш відомі знаки, які є симво- 

лами заборонених екстремістських організацій. 

Крім того, це можуть бути кількісні символи, якими 

користується певна група людей. Усе вказане пов'я- 

зано з тим, що в багатьох країнах заборонено діяль- 

ність деяких неонацистських організацій, а в гро- 

мадських місцях заборонено демонструвати симво- 

ліку праворадикальних активістів. Щоб обійти ці 

заборони, екстремістські групи й окремі особи 

використовують шифри для передачі своїх повідом- 

лень та уникнення судового переслідування. 
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Такий спосіб обману завжди можна зустріти на 

футбольних стадіонах, де вболівальники носять 
футболки або вивішують плакати з подібними 

шифрами. Цифри часто належать до порядкового 
значення букв в алфавіті. Наприклад, найчастіше 

вживають цифри 14, 18, 28 і 88 або їхню 
комбінацію, що є закодованим гаслом білих 

нацистів, яке часто використовують як привітання, 
і досить часто його зустрічаємо в інтернеті.   

Аудіоконтент теж має особливості. Перш за 

все, варто зазначити, що люди можуть сприймати 
аудіоконтент на ходу, що дозволяє довготривало  

впливати на користувача.  
Відомо, що низькочастотні звуки, близькі до 

нижньої межі зони чутності, можуть викликати 
дискомфорт, страх, занепокоєння і навіть паніку, 

якщо діють на людину досить довго і з 
необхідною інтенсивністю [24]. 

У таблиці наведено кілька прикладів впливу на 
людину звуку певних частот. 

 
Таблиця  

Залежність стану людини від несучої частоти 

Значення  

несучої частоти, Гц 
Вплив на людину 

1–2 Серцебиття 

41 Підвищення рівня метаболізму 

62 Збільшення фізичної сили 

131, 147, 165–169 Важка депресія 

170–185 Дискомфорт 

196, 247 Комфортний стан 

333 Натхнення 

349, 698 Любов 

440, 880 Уява 

523 Бар'єр страху 

  
Яскравим прикладом звукового впливу є відома 

гра, яка має різні назви: "Тихий дім", "Розбуди мене 
о 4:20", "Море китів", "U19", "F57", "Синій кит" та 

ін. Можливо, сама назва пов'язана зі співом кита. 

Частота звуку, який видає синій кит, становить від  
8 до 20 Гц, він не чутний людським вухом, але 

викликає занепокоєння, паніку і страх. За даними 
ЗМІ, завдання з 30 по 49 у цій грі пов'язані саме з 

прослуховуванням звуків певної частоти та 
нанесенням собі фізичної травми різанням. У цьому 

контексті видається цілком очевидним, що на 
учасників гри – дітей – вплинули, змушуючи їх 

слухати низькочастотний спів китів. 
Тексти пісень також можуть становити 

загрозу. Його слід аналізувати за методами, 
наведеними вище. Тут постає додаткове завдання 

розпізнавання слів у аудіоконтенті.   

Оцінювання відеоконтенту є найскладнішим, 

оскільки відеоматеріали є поєднанням текстового 

контенту, аудіоконтенту та зображень, які динамічно 

змінюються. Тому він повинен не тільки об'єднати 

всі перераховані вище показники, але й врахувати 

швидкість зміни кадрів, тобто різкі переходи від 

одного зображення до іншого, що супроводжу- 

ється різними візуальними ефектами.   

Однак найважливішим критерієм для будь-

якого типу контенту є наявність у публікації ознак 

забороненого матеріалу. Якщо система виявить 

подібність цього контенту з відомими негатив- 

ними матеріалами, його необхідно негайно 

передати на контент-аналіз.  

3. ВИСНОВКИ 

Представлені в роботі ознаки первинного оціню- 

вання текстового, аудіо- та відеоконтенту соціаль- 

них мереж, а головне, тональність, з якою в них 

подається інформація, дозволять знизити ступінь 

суб'єктивності в оцінюванні і тим самим зменшать 

помилки розпізнавання деструктивного змісту. 

Наступним важливим кроком у боротьбі з дес- 

труктивним контентом є створення відповідного 

вітчизняного програмного забезпечення з викорис- 

танням представлених методів і параметрів, яке має 

застосовуватися як інструмент для моніторингу. 
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Methods of destructive influence  

and content protection in social networks  
 
The work is devoted to the topical issue of protection of society from destructive influences in social networks. It has been 

proven that in order to prevent such influences, it is necessary to evaluate not only the materials contained in texts, audio 
and video content, but also the tone of the information disseminated in them. Tonality is one of the characteristics of thought 
or emotion and is currently used as the main parameter for classifying texts by thematic categories. This is due to the 
convenience and efficiency of classification according to this principle and greatly simplifies other tasks for the classification 
of text posts. Formed categories of tonal assessment. The possibility of assessing mood by one-dimensional or 
multidimensional parameter is proved. The possibility of using two approaches to classify the tonality of the text is shown. 
The first is the automatic analysis of digital texts by computers with elements of machine learning or teacher training. The 
second - with the help of dictionaries (thesauri) connected to the program. The shortcomings that occur in automatic systems 
for determining the key are given. A new algorithm for automatic complexes is proposed. It is noted that if the quality of the 
text analysis system is assessed by how well it agrees with a person's opinion on the emotional assessment of the studied text, 
then such indicators as accuracy and completeness can be used. Calculations of these parameters are given. When 
considering a publication presented in the form of an image, it is necessary to take into account the parameters of brightness, 
contrast, and color combinations, as these indicators can potentially be used by distributors of destructive content to attract 
the attention of the network. users. It is noted that the photo materials may contain various radical signs and symbols that 
may relate to the propaganda of a particular prohibited organization or ideology. The analysis of possible methods of 
influence on consciousness of the user by social networks is carried out. 

 
Keywords: destructive effects of audio and video content; social networks; analysis of the tonality of the text; methods 

of analysis. 
 

  

https://www.aclweb.org/anthology/C16-1251
http://sentic.net/about/
https://www.aclweb.org/anthology/C16-1251


Information Systems and Technologies Security, № 1(6), 2023 

 

12 

 

Микола Браіловський,  
канд. техн. наук, доц. 
Доцент кафедри кібербезпеки та за- 
хисту інформації факультету інформа- 
ційних технологій Київського націо- 
нального університету імені Тараса 
Шевченка. Київ, Україна. 
 
Mykola Brailovsky,  
PhD (Engin.), Associate Prof. 
Associate Professor of the Department  
of Cyber Security and Information 
Protection, Faculty of Information 
Technologies, Taras Shevchenko Kyiv 
National University. Kyiv, Ukraine.   

  

 

Володимир Хорошко, 
д-р техн. наук, проф. 
Професор кафедри безпеки інформа- 
ційних технологій Національного авіа- 
ційного університету. Київ, Україна. 
 
Volodymyr Horoshko, 
Dr.  Sci. (Engin.), Prof. 
Professor of the Information Technology 
Security Department of the National 
Aviation University. Kyiv, Ukraine. 
 

 



Безпека інформаційних систем і технологій, № 1(6), 2023                                                           

 

13 

УДК 004.056.5  
DOI 10.17721/ISTS.2023.1.13-20 

 
Сергій Бучик, orcid.org/0000-0003-0892-3494,  

buchyk@knu.ua  

Оксана Хоменко, orcid.org/0000-0002-6821-2240,  
ksenyahomenk@gmail.com  

Юрій Серпінський, orcid.org/0000-0001-5354-195X,  
yuriy.nelkmen@gmail.com  

Київський національний університет імені Тараса Шевченка, Київ, Україна 

 

СТЕГАНОГРАФІЧНА СИСТЕМА  
ПРИХОВУВАННЯ ТЕКСТОВОЇ ІНФОРМАЦІЇ  

В АУДІОФАЙЛАХ  
 

 
Стеганографію аудіофайлів можна використовувати як ефективний і дієвий метод приховування повідомлень. 

У цій статті представлено вдосконалений підхід до приховування секретної текстової інформації повідомлення в 

аудіофайлах, що поєднує методи стеганографії та криптографії. Як алгоритм стеганографічного перетворення 

використано метод найменш значущих бітів (LSB), один із найпоширеніших та основних методів стеганографії. 

Описана суть цього методу полягає в заміні наймолодших бітів звукового контейнера бітами повідомлення, що 

містять дуже мало корисної інформації, тому їхнє заповнення додатковою інформацією практично не впливає на 

якість сприйняття. Такий вагомий недолік, як низький рівень надійності, покращується впровадженням 

криптографічного шару, доцільність чого обґрунтовано у статті. Криптографічний захист додано у вигляді 

одного із сучасних симетричних алгоритмів шифрування – алгоритму AES в режимі СВС. Для створення стійкого 

криптоключа використано псевдовипадкові числа. Алгоритм застосовано для захисту повідомлення, що після 

криптографічного перетворення приховується в аудіофайл за допомогою стеганографічного методу LSB. 

Проаналізовано основні характеристики стегосистеми. У цій роботі прикладна система стеганографічного 

захисту інформації в аудіофайлах із використанням криптографічного алгоритму реалізована за допомогою 

використання середовища Microsoft Visual Studio 2019 та криптографічних бібліотек, мовою програмування 

обрано С++. У ролі цифрового контейнера використано аудіофайл формату WAV. NIST-тести застосовано для 

оцінювання стійкості до стегоаналізу, що за результатами є кращою з використанням удосконаленого методу 

порівняно з класичним підходом LSB. Крім того, стеганографічний алгоритм оцінюється візуально шляхом 

порівняння початкового аудіофайлу та стегофайлу з прихованим повідомленням. Результати аналізу вказують на 

відсутність слідів стеганографії. На основі отриманих результатів можна стверджувати про надійність та 

ефективність використання запропонованого підходу, тому використання LSB-AES техніки може бути 

запропоновано для забезпечення безпечної передачі даних. 

 

 
Ключові слова: cтеганографія; шифрування; Least Significant Bit; алгоритм AES-CBC; NIST-тести. 

 

 

1. ВСТУП 

Для забезпечення конфіденційності застосо- 
вують не лише методи криптографії, а й методи 
стеганографії. Хоча кожна із цих наук має свої 
сфери застосування, вони можуть поєднуватися 
для підвищення ефективності захисту інформації 
(наприклад, для передачі криптографічних 
ключів) або ж для формування надійної 
безпечної системи зв'язку [1].  

Стеганографія – наука приховування повідом- 
лень, але не шляхом їхнього перетворення на щось 
нерозпізнаване, як це відбувається у криптографії, 

а шляхом того, щоб вони залишалися непо- 
міченими [2]. Загалом, стеганографія може 
використовувати у вигляді контейнерів будь-що 
від таких цифрових носіїв інформації, як 
зображення, аудіо та відео, до мережних прото- 
колів еталонної моделі OSI. 

У цьому дослідженні увага приділяється лише 
стеганографії в аудіосередовищі. Застосування 
стеганографії в аудіо є складним, оскільки слу- 
хова система людини (HAS) чутливіша до 
невеликих змін у аудіоданих, ніж візуальна 
система людини (HVS) [3].  

© Бучик С., Хоменко О., Серпінський Ю., 2023 
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2. АНАЛІЗ ОСТАННІХ ДОСЛІДЖЕНЬ  
І ПУБЛІКАЦІЙ 

Деякі з досліджень, опублікованих в області 
аудіостеганографії, розглядають набір таких загаль- 
них підходів, як Least Significant Bit (LSB), Echo 
Hiding, Spread Spectrum (SS), Phase Coding, 
розглянутих у [4].   

Схема приховування даних у відео- та аудіо- 
файлах, запропонована в [5], використовує 4LSB 
та алгоритм фазового кодування для збереження 
якості відеофайлу навіть після вбудовування 
секретних даних. Застосування аудіостегано- 
графії з текстом шифрування потокового шифру 
RC4 розроблено в [6]. Запропонований підхід [7] 
до аудіостеганографії використовував комбіна- 
цію обчислення коефіцієнта DCT і схеми шифру- 
вання AES для покращення безпеки модуля. У 
[15] запропоновано метод заокруглення значень 
елементів зображення для модифікації наймен- 
шого біта у задачах стеганографічного захисту. 

Розроблені стеганографічні методи можна 
застосовувати як для прихованого зберігання 
інформації, так і для захисту авторських прав на 
різноманітні об'єкти інтелектуальної власності 
шляхом укладення цифрових ідентифікаційних 
міток і "водяних знаків".   

Більшість програмних рішень, де в ролі контей- 
нера використовується звуковий сигнал, пропонує 
для вбудовування інформації тільки метод LSB, 
що можна спробувати пояснити складністю реа- 
лізації альтернативних методів. Запропонований у 
цій статті підхід реалізовано комбінацією двох – 
стеганографічної та криптографічної – технік. 

3. МЕТА РОБОТИ 

Метою цієї роботи є покращення алгоритму LSB 
для приховування текстової інформації у звукових 
файлах шляхом додаткового використання крипто- 
графічного методу та псевдовипадкових чисел для 
створення стійкого криптоключа, а також оціню- 
вання, як удосконалення підходу впливає на основні 
критерії стеганографічної системи. 

4. ВИКЛАД ОСНОВНОГО МАТЕРІАЛУ 

У розробленій програмній реалізації вдоско- 
налено один із базових методів стеганографії – 
техніку Least Significant Bits. Класична інтер- 
претація методу заміни найменш значущого біта 
можлива шляхом заміни останніх значущих бітів 
у контейнері на біти приховуваного повідом- 
лення. Нижче наведено загальні основні кроки 
техніки LSB [8]: байти аудіофайлу перетво- 
рюються на бітову послідовність; усі символи 
повідомлення перетворюються на еквівалентну 
двійкову систему; найменш значущий біт аудіо 
замінюються на біт повідомлення. 

Для вдосконалення стеганографічної техніки 
впроваджено додатковий криптографічний захист 
у вигляді алгоритму AES-CBC, за яким секретне 
повідомлення перед убудуванням шифрується на 
основі криптоключа-пароля.  

Алгоритм AES реалізовано в режимі роботи 
CBC (Cipher Block Chaining), що дозволяє 
шифрувати повідомлення більшої довжини 
шляхом сегментування інформації блоками 
фіксованої довжини і застосуванням до першого 
сегменту операції XOR із випадковим значенням 
вектора ініціалізації. Указаний вектор ініціа- 
лізації може бути рівним нулю, що не є нереко- 
мендованим з погляду алгоритму. Результат цієї 
операції зашифрований за допомогою ключа, і, 
таким чином, маємо новий зашифрований блок. 
Далі до наступного блоку повідомлення засто- 
совується XOR разом з отриманим на поперед- 
ньому кроці зашифрованим текстом, що також 
шифрується для наступних блоків. 

Як варіант, значення вектора ініціалізації мож- 
на було зробити програмно фіксованим, проте в 
цьому програмному рішенні його значення гене- 
рується під час кожної спроби та використо- 
вується для отримання прихованого повідом- 
лення з аудіофайлу в подальшому.  

Таким чином, відповідно до рис. 1, на вхід 
програми подається аудіофайл-контейнер, пові- 
домлення та криптоключ. Вхідний аудіофайл та 
зашифроване криптографічним алгоритмом 
повідомлення програмно конвертуються до 
бінарного представлення. Потім за стеганогра- 
фічним алгоритмом біти повідомлення заміню- 
ють визначені біти вхідного аудіофайлу, що 
формують вихідний аудіофайл з убудуванням. 

Враховуючи, що кожен семпл аудіофайлу міс- 
тить 1 біт повідомлення, послідовність після 
вкладення не буде відрізнятися від вихідної за 
умови, що найменш значущий біт вихідної 
послідовності збігається з вкладеним бітом інфор- 
мації. Інакше, значення останнього біта буде з 
імовірністю 50 % збільшено, або зменшено, на 1. 

Процес знаходження прихованого повідом- 
лення, що схематично зображено на рис. 2, є 
зворотним. Користувачу потрібно знати пароль, 
вектор ініціалізації (IV). З використанням пра- 
вильного пароля та значення IV біти повідом- 
лення буде відновлено, розшифровано і пере- 
творено на текстову форму. 

Щодо пароля, то він формується на вибір: 
задається користувачем або, за бажанням, гене- 
рується, з використанням псевдовипадкових 
чисел. Для отримання псевдовипадкового числа 
поєднано два генератори:  

• mersenne twister – "Вихрь Мерсенна", а точніше 
mt19937, заснований на властивості простих чисел;  
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• std::random_device – рівномірно розподілений 
генератор випадкових чисел, для генерації істинно 
випадкових чисел, що виробляє недетерміноване 

випадкове число. 
 

 

Рис. 1. Схема процесу приховування повідомлення 

за алгоритмом LSB-AES 

 

  

Рис. 2. Схема процесу витягування повідомлення 

за алгоритмом LSB-AES 

 
У програмі для формування псевдовипадкових 

послідовностей один ГПВЧ ініціалізується резуль- 

татом дії іншого ГВЧ (рис. 3), потім згенероване 
число використовується для генерації пароля. 

Згенероване число безпосередньо застосову- 
ється для генерації пароля у разі вибору із 6 ма- 

сивів цифр, англійських літер верхнього та 
нижнього регістрів, деяких знаків пунктуації чи 
спеціальних символів із повторенням операції до 

досягнення обраної довжини пароля.  

 

 

Рис. 3. Ініціалізація генераторів 

 

Загальний інтерфейс програми, яка була 

представлена в [14], зображено на рис. 4, 5. 

5. ОЦІНЮВАННЯ ЕФЕКТИВНОСТІ 

У процесі застосування стеганографії важли- 

вими є такі характеристики [9]: пропускна здат- 

ність (capacity) – характеризує об'єм секретних 

даних відносно розміру файлу, в який можна 

вбудувати контейнер за допомогою визначеного 

методу; стійкість (robustness) – свідчить про 

стійкість стегофайлів до навмисних і ненавмисних 

атак; невидимість (invisibility) – описує схожість 

заповненого контейнера та пустого, являє собою 

рівень деградації контейнерів після приховування 

секретного повідомлення. Дотримання балансу 

всіх характериcтик є важливим та дещо складним 

для реалізації. Загалом LSB є дуже простим 

методом і має перевагу у критерії невидимості, але 

цей метод стає слабким і передбачуваним, якщо 

виконувати його традиційно. 

Пропускну спроможність стегоканалу можна 

знайти, використавши формулу 

132
F

size
BPS

  ,                      (1) 

де F – розмір файлу-контейнера, BPS – кількість 

байт на семпл (ця програма розрахована на BPS, 

яке дорівнює 16 байт). 

Оскільки відбувається просто заміна молод- 

шого біта, логічним є твердження, що додавання 

криптографічної складової до методу ніяк не 

впливає на пропускну здатність створюваного 

системою захищеного каналу зв'язку, яка може 

бути збільшена лише у випадках підвищення 

ступеня заповнення контейнера. 

Розроблений стеганографічний інструмент 

побудовано таким чином, що він не змінює 

властивості аудіофайлів задля вбудування бітів 

повідомлення, не залишає жодних підозрілих 

підписів. Тому у разі аналізу стегофайлу таким 

способом не можна виявити наявність прихованих 

повідомлень, і тим більше, ідентифікувати 

використання саме цієї утиліти, що і є перевагою. 
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Рис. 4. Загальний інтерфейс прикладної програми. Модуль приховування  

з прикладом заповнення даних 

 

 

Рис. 5. Загальний інтерфейс прикладної програми. Модуль витягнення 

з прикладом заповнення даних 

 
Як відомо, молодші розряди містять дуже мало 

корисної інформації. Їхнє заповнення додатковою 

інформацією практично не впливає на якість 

сприйняття. Тому загалом різниця між порожнім 

і заповненим контейнерами повинна бути не 

відчутна для органів сприйняття людини. Якість 

сигналу збільшується зі збільшенням розміру сиг- 

налу, оскільки пропорція відношення бітів сигна- 

лу до кількості бітів повідомлення збільшується, 

таким чином, спотворення зменшується.     

Спотворення, що вносяться методом заміни 

найменш значущого біта в реальному звуковому 

сигналі, можна візуально виявити шляхом аналізу 

спектра сигналу. Перевірка чутності спотворень 

(іншими словами, можливості виявлення вкла- 

день) проводиться візуально за допомогою звуко- 

вого редактора Audacity 1.3 (рис. 6). На основі 

порівняння осцилограм можна стверджувати про 

відсутність прихованих повідомлень. 
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Рис. 6. Осцилограма "пустого" аудіофайлу (зверху)  

з прихованим повідомленням (знизу) 

 
Основна ідея – використання методу з крипто- 

графією замість звичайного в покращенні ста- 

тистичних властивостей об'єкта, таким чином, 

цей метод вкладення стає стійкішим, зокрема і до 

статистичних методів стегоаналізу. Ще більшої 

стійкості надає використання саме алгоритму 

AES, що також передбачає вектор ініціалізації, 

який використовується із секретним ключем  

аби уникнути повторів у процесі шифрування 

даних, що робить неможливим для хакерів, що 

використовують атаку за словником, розшифру- 

вати за-шифроване повідомлення шляхом вияв- 

лення шаблона. 

Відомо, що існують різні стегоаналітичні мето- 

ди, у тому числі такі, що засновані на дослідженні 

статистичних властивостей видобутих повідом- 

лень [10, 11]. Тому для оцінювання стійкості дос- 

ліджуваного методу вбудовуване повідомлення 

піддається тестуванню на псевдовипадковість за 

допомогою так званих NIST-тестів [12], на основі 

яких розроблене готове рішення [13] викорис- 

товується в роботі. Ці тести зосереджено на різних 

типах невипадковості, які можуть існувати в послі- 

довності і їхньою ціллю є визначення міри випад- 

ковості отриманих двійкових послідовностей. 

Було проведено тестування на псевдовипад- 

ковість криптографічно перетвореного повідом- 

лення (рис. 7) та звичайного (рис. 8) завдовжки 

40 кб. На основі отриманих результатів можна 

стверджувати про відсутність стеганографічних 

вкладень у вбудуванні зашифрованого повідом- 

лення, оскільки кількість успішно пройдених 

тестів становить більшість, а точніше – 86,67 %, 

чого не можна сказати про результат тестування 

для звичайного повідомлення, де цей показник 

становить лише 20 %. 

6. РЕЗУЛЬТАТИ 

Варто розуміти, що використання поширених 

стеганографічних методів знижує ентропію бітів 

аудіофайлу, що може бути причиною тверджень 

щодо присутності секретних убудувань. Убуду- 

вання секретного повідомлення, зашифрованого 

AES-CBC у аудіосигналі за допомогою методу 

LSB дозволяє усунути будь-які шаблони, що 

можуть бути створені у процесі застосування 

стеганалітичних методів. Попереднє шифрування 

прихованого повідомлення робить виявлення 

складнішим, оскільки зашифровані дані зазвичай 

мають більший ступінь випадковості. Відновлення 

прихованого повідомлення додає ще один рівень 

складності порівняно зі звичайним виявленням 

наявності прихованого повідомлення. 

Результати проходження NIST-тестів показу- 

ють перевагу застосування представленого підхо- 

ду. Порівнюючи осцилограми, можна помітити 

візуальну відсутність відмінностей між гістогра- 

мами вихідного та стегосигналу. 
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Рис. 7. Результати тестування зашифрованого повідомлення  

(86,67 % пройдено успішно) 

 

 

Рис. 8. Результати тестування звичайного повідомлення  

(лише 20 % пройдено успішно) 

 
7. ВИСНОВКИ 

У силу своєї простоти і прозорості реалізації 

метод LSB широко застосовують  у  стеганографії. 

Проте головним недоліком є надійність, яка може 

бути покращена з використанням надійного 

криптографічного алгоритму AES для захисту 

повідомлення. На основі покращеного стегано- 

графічного алгоритму шляхом додаткового вико- 

ристання криптографічного методу розроблено та 

реалізовано стеганографічну утиліту для прихо- 

вування текстової інформації у звукових файлах. 

Зокрема, використання елементів криптографії 

покращує статистичні властивості, таким чином, 

цей метод вкладення стає стійкішим до статистич- 

них методів стегоаналізу, як показують резуль- 

тати NIST-тестів. Результати візуального аналізу 

вказують на відсутність слідів стеганографії. 

Тому запропонована вдосконалена техніка прихо- 

вування зашифрованих даних у аудіосигналах 

характеризується кращою надійністю, що умож- 

ливлює її використання для забезпечення безпеч- 

ної передачі даних між відправником та одержу- 

вачем у незахищених мережах. 
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Steganographic system 
for hiding text information in audio files 

 
Audio file steganography can be used as an effective and efficient method to hide messages, but it is a complex process 

because the human auditory system is sensitive to small changes in audio data. In this article an improved approach for hiding 

secret text message in audio is presented, combining steganography and cryptography. The Least Significant Bits (LSB) 

technique, one of the most common and basic methods of steganography, is used as an algorithm for steganographic 

transformation. The described point of this method is to replace the least significant bits of the audio container with message 

bits that contain not very useful information, so filling them with additional information has little effect on the quality of 

perception. Such a significant disadvantage as the low level of reliability is improved by the introduction of a cryptographic 

layer, the feasibility of which is justified in the article. Cryptographic protection has been added in the form of one of the 

modern symmetric encryption algorithms – the AES algorithm in the CBC mode. Pseudo-random numbers are used to create 

a stable cryptokey. The cryptoalgorithm is used to protect the message, which after cryptographic conversion is hidden in the 

audio file using the steganographic LSB method. The main characteristics of the stegosystem are analyzed. In this paper, the 

application system of steganographic protection of information in audio files using a cryptographic algorithm is implemented 

using the environment of Microsoft Visual Studio 2019 and cryptographic libraries, the programming language is  

C ++. A WAV audio file was used as the digital container. NIST tests were used to assess resistance to stegoanalysis, which 

according to the results is better using an improved method compared to the classical LSB approach. In addition, the 

steganographic algorithm is evaluated by visual analysis by comparing the original audio file and the stegofile with the hidden 

message. The results of the analysis indicate the absence of traces of steganography. Based on the obtained results, it can be 

argued about the reliability and efficiency of the proposed approach, so the use of LSB-AES technique can be proposed to 

ensure secure data transmission. 
 
Keywords: cteganography; encryption; Least Significant Bit; AES-CBC algorithm; NIST tests. 
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УДОСКОНАЛЕННЯ МЕТОДУ ВИЯВЛЕННЯ  
ТА ЛОКАЛІЗАЦІЇ НЕЛЕГАЛЬНИХ ТОЧОК  

ДОСТУПУ ДО БЕЗДРОТОВОЇ МЕРЕЖІ  
ОБ'ЄКТІВ ІНФОРМАЦІЙНОЇ ДІЯЛЬНОСТІ 

 
 

Широке використання мобільних пристроїв привело до збільшення підключень до інтернету і розгортання нових 
бездротових локальних мереж. Згідно з останніми дослідженнями компанії Cisco, до кінця 2023 р. в усьому світі корис- 
тувачами інтернету стануть 66 % населення Землі. До глобальної мережі будуть підключені більше 28 млрд при- 
строїв. В останні два десятиліття ми стали свідками народження і розвитку технології, яка істотно змінила 
нашу роботу і життя, – IEEE 802.11, також відому як Wi-Fi. Технологія Wi-Fi є улюбленим способом підключення 
до інтернету через простоту використання і гнучкість. Для підключення до бездротової мережі лише необхідно 
перебувати в радіусі її дії. Тобто споживачі і бізнес будуть усе більше покладатися на мобільні мережі. Однак слід 
зазначити, що кожна нова можливість цифровізації також дає нові можливості кіберзлочинцям і тому проблема 
безпеки бездротових мереж нині є однією з головних проблем IT-технологій. Неминуче поширення бездротових 
мереж і зростаючий трафік у цих мережах, може призвести до безлічі інцидентів інформаційної безпеки. Основні 
загрози спрямовані на перехоплення, порушення конфіденційності і цілісності переданих даних, здійснення атак на 
доступність вузлів каналу передачі та їхню підміну. У статті проведено аналіз існуючих методів виявлення 
несанкціонованих точок доступу до інформації. Удосконалено метод виявлення та локалізації несанкціонованих 
точок доступу до інформації, яка циркулює у бездротовій мережі на об'єктах інформаційної діяльності. 
Проведено натурне моделювання виявлення несанкціонованого втручання в  інформаційну бездротову мережу 
підприємства. Натурне моделювання підтвердило точність локалізації відкритої  точки доступу до інформації у 
мережі Wi-Fi – до 2 м. Це дозволить своєчасно виявляти та локалізувати несанкціоновані точки доступу до 
інформації у бездротовій мережі підприємств та установ. 

 

 
Ключові слова: атака; радіосигнал; метод; загроза; витікання інформації. 

 

 

1. ВСТУП 

Широке використання мобільних пристроїв 

привело до збільшення підключень до інтернету 

та розгортання нових і модернізації існуючих 

комп'ютерних мереж з акцентом на бездротові 

локальні мережі – WLAN (Wireless Local Area 

Network). Упровадження нових стандартів розши- 

рило зону покриття з меншими витратами, забез- 

печуючи водночас мобільність користувачів. Під- 

ключення до мережі Wi-Fi є улюбленим способом 

підключення до мережі інтернету. Для підклю- 

чення до бездротової мережі лише необхідно 

перебувати в радіусі дії бездротової мережі. 

З кожним днем кількість абонентів, які вико- 

ристовують пристрої з бездротовим виходом в 

інтернет, безперервно зростає. Згідно з оста- 

нніми дослідженнями компанії Cisco, до кінця 

2023 р. в усьому світі користувачами інтернету 

стануть 66 % населення Землі. До глобальної 

мережі будуть підключені більше 28 млрд при- 

строїв. Тобто споживачі й бізнес будуть все 

більше покладатися на мобільні мережі. Однак 

слід зазначити, що кожна нова можливість циф- 

ровізації також дає нові можливості кіберзло- 

чинцям, і тому проблема безпеки бездротових 

мереж нині є однією з головних проблем IT-тех- 

нологій. Серед усіх загроз безпеці бездротової 

мережі найсерйозніша – це шахрайські неле- 

гальні точки доступу, які встановлюються зло- 

вмисником, без дозволу адміністратора бездро- 
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тової локальної мережі, з метою використову- 

вати їх для конкурентної розвідки й атак. Загроза 

нелегальних точок доступу останнім часом стала 

важливою проблемою безпеки в бездротових 

локальних мережах. 
Тому питання захисту інформаційних бездро- 

тових мереж, саме визначення сигналів несанкціо- 
нованих точок доступу, з метою виділення сигна- 

лів нелегальних точок доступу на фоні легальних 
радіосигналів бездротових мереж стає дуже гост- 

рим. А розроблення нових і вдосконалення існую- 
чих методів виявлення нелегальних точок доступу 

у локальних бездротових мережах дуже актуальне. 

2. МЕТА СТАТТІ 

Метою роботи є аналіз існуючих методів вияв- 
лення несанкціонованих точок доступу до інфор- 

мації, а також удосконалення методу виявлення та 
локалізації несанкціонованих точок доступу до 

інформації, яка циркулює у бездротовій мережі на 
об'єктах інформаційної діяльності.  

3. АНАЛІЗ ОСТАННІХ ДОСЛІДЖЕНЬ  

І ПУБЛІКАЦІЙ 

Питанням захисту інформації, розроблення 
моделей виявлення каналів витікання інформації та 

засобів нелегального отримання інформації присвя- 
чено значну кількість публікацій. Так у роботі [1] 

розглянуто різні методи перехоплення інформації 
дешифрування й аналіз Wi-Fi-активності без будь-

якого підключення до бездротової мережі. Хакери, 
намагаючись зламати захист на бездротових марш- 

рутизаторах, можуть використовувати найрізнома- 

нітніші методи для отримання доступу до вашої 
конфіденційної інформації: від ресурсомістких атак 

грубої сили, що здійснюються за допомогою різних 
програм із підбору простих "словникових" паролів, 

до витончених схем соціальної інженерії, таких як 
фішинг Wi-Fi-паролів шляхом блокування з'єдна- 

ння та створення підроблених точок доступу, проти 
яких безсилі навіть найнадійніші паролі. Як тільки 

облікові дані Wi-Fi будуть отримані, у зловмисників 
з'являються величезні можливості щодо прихова- 

ного захоплення й аналізу мережного трафіка 
скомпрометованої бездротової мережі. Але сам 

методологічний апарат не розкривається, методика 
наведена не в повному обсязі. 

У роботах [2, 3] приділяється основна увага 

злому паролів бездротової мережі. Вразливі 

мережні пристрої та різноманітні помилки 

конфігурації роблять цей спосіб досить простим 

для зловмисника. Проникнувши в мережний 

периметр, порушник зможе розвинути атаку й 

отримати доступ до корпоративних ресурсів і 

критичних сфер інфраструктури. Дослідження 

безпеки Wi-Fi дозволить оцінити рівень захи- 

щеності бездротових мереж, знайти та усунути 

наявні проблеми. Проте методів виявлення 

каналів витікання інформації та локалізації мож- 

ливих місць витікання інформації не наводиться. 

У роботах [4–7] наведено можливі сценарії,  які 

будуються на найбільш поширених векторах атак: 

безпосередньо на точки доступу; на канал взаємо- 

дії точки доступу з клієнтом (перехоплення та 

розшифрування трафіка); на процес аутентифікації 

(викрадення аутентифікаційних даних користу- 

вачів). Методологію припинення сценарію цих 

атак не наведено, методи виявлення вторгнень у 

бездротову мережу не розглянуто. 

У роботах [8, 9] розглядається організація під- 

роблених точок доступу, вихід із гостьової Wi-Fi-

мережі в корпоративну або експлуатація вразли- 

востей небезпечних протоколів автентифікації – 

лише частина можливих атак із арсеналу зло- 

вмисників, які експлуатують бездротові мережі. 

Тому завершеного характеру робота не отримала. 

У роботі [10] доводиться, що зловмисник,  

метою якого є атака на корпоративну інфра- 

структуру, крім достатнього рівня кваліфікації 

може мати у своєму розпорядженні набір 

спеціалізованих інструментів. У його арсеналі 

можуть бути потужні Wi-Fi-адаптери для роботи 

в різних частотних діапазонах, антени, мікроко- 

мп'ютери для створення підробленої точки 

доступу, обладнання для прихованого аналізу 

бездротових мереж і різноманітне програмне 

забезпечення, що дозволяє активно аналізувати 

безпеки Wi-Fi-мереж. Тобто більше уваги 

приділено апаратно-програмній частині атак, а 

не методу виявлення нелегального вторгнення. 

У роботах доводиться, що атака на Wi-Fi точки 
доступу з глобальної та локальної мереж є 

недооцінена проблема. Вона базується на помил- 
ках налагоджування обладнання. Як правило, далі 

налаштування інтернету та Wi-Fi мало хто дохо- 
дить. Мало хто дбає про те, щоб змінити пароль 

адміністратора, і вже зовсім одиниці вчасно 
оновлюють прошивку пристроїв. І всі це безліч 

пристроїв з обліковими даними admin: password 
прекрасні видно для сканерів у локальній або 

глобальній мережі ... (є винятки, наприклад, не 
видно пристрої із сірими адресами, за NAT тощо. 

Тобто їх не видно з глобальної мережі, але ніхто не 
скасовував їх видимість у локальних мережах). І 

вже є реалізації масової атаки на дефолтні облікові 
дані та відомі вразливості роутерів: Router Scan by 

Stas'M. Але це вторгнення у бездротову мережу 

цілком залежить від кваліфікації як користувача, 
так і зловмисника. Проблемі виявлення вторгнення 

у бездротову мережу не приділено уваги.  
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У цих роботах не повною мірою відображено 

питання методологічного визначення сигналів 
несанкціонованих точок доступу до інформації у 

бездротових мережах підприємств. 
Таким чином, нині у практиці і теорії побу- 

дови систем захисту інформації у бездротових 
мережах загострилося протиріччя між необхід- 

ністю швидкого й гарантованого визначення та 
точної локалізації несанкціонованих точок дос- 

тупу, що працюють на фоні легальних радіосиг- 

налів у бездротових мережах, і можливостями  
існуючих методів, які використовуються для  

виявлення та блокування нелегальних точок  
доступу у бездротових мережах. 

З урахуванням викладеного вище, розроблення 
й удосконалення моделей для виявлення та 

локалізації нелегального отримання інформації на 
об'єктах інформаційної діяльності є актуальними.  

4. ВИКЛАД  

ОСНОВНОГО МАТЕРІАЛУ 

Розглядаючи історію виникнення Wi-Fi, слід 
зазначити, що в основу технології покладено 

методику передачі даних радіоканалом на частоті 
2,4 ГГц із використанням кодування сигналу 

робочими частотами і спеціальними додатками. 
Технологія Wi-Fi використовується для організації 

високошвидкісних бездротових локальних мереж, 

які працюють у міжнародному неліцензованому 
діапазоні частот (ISM) 2,4 ГГц і 5 ГГц. Основною 

перевагою Wi-Fi перед іншими технологіями є 
висока швидкість передачі інформації – до 

1300 Мбіт/с. Тому ця технологія широко застосо- 
вується в різних бездротових телеметричних 

системах і на транспорті. Нині  важко знайти іншу 
подібну за активністю використовувану ділянку 

радіочастотного спектра, частоти якого використо- 
вуються більше ніж діапазон Wi-Fi. Звісно, чим 

більш використовуваним є діапазон радіочастот- 
ного спектра, тим складніше його контролювати й 

аналізувати. Ця обставина є найвагомішим фак- 
тором для вибору зловмисниками середовища з 

метою маскування роботи своїх точок доступу, 
призначених для перехоплення інформації обме- 

женого доступу. Використовуючи для роботи 

несанкціонованих точок доступу сильно заванта- 
жені частотні діапазони бездротових мереж, зло- 

вмисник має намір максимально ускладнити їхнє 
виявлення. Логічно застосовувати для цього 

загальноприйняті й поширені в цих діапазонах 
стандарти зв'язку. Але найголовніше – важко від- 

різнити роботу двох пристроїв, що використо- 
вують один і той самий цифровий стандарт зв'язку, 

без виявлення їхніх унікальних ідентифікаторів 
(ID). У випадку з Wi-Fi таким ідентифікатором є 

MAC-адреса. MAC-адреса – це унікальний іденти- 

фікатор мережного інтерфейсу (зазвичай мережної 
карти) для реалізації комунікації пристроїв у 

мережі на фізичному рівні. Це унікальний номер, 
який зберігається у постійній пам'яті, що доступна 

тільки для читання, і який призначений конкретній 
мережній карті її виробником. Також унікальним 

ідентифікатором може бути LLC (Logical link 
control) – підрівень керування логічним зв'язком – 

за стандартом IEEE 802 – верхній підрівень каналь- 

ного рівня моделі OSI, який керує передачею 
даних і  забезпечує перевірку і правильність пере- 

дачі інформації по з'єднанню. У цьому випадку нас 
цікавить використання технології Wi-Fi, а також 

вимоги, які необхідно пред'являти до сучасних 
засобів аналізу мереж Wi-Fi стосовно області 

пошуку і локалізації несанкціонованих точок 
доступу для запобігання витікання інформації 

радіоканалом Wi-Fi. 

Актуальність викладеного підтверджується, 

крім теоретичного обґрунтування, ще і реальни- 

ми спектрограмами. Реальні спектрограми, що 

доводять складність визначення несанкціонова- 

них точок доступу існуючими методами, зобра- 

жено на рис. 1 та  2. 

 

 

Рис. 1. Спектр сигналів діапазону Wi-Fi,  

отриманий АПК зі сканувальним приймачем 

 

 

Рис. 2. Спектр сигналів діапазону Wi-Fi,  

отриманий АПК зі сканувальним приймачем  

іншого АПК 
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На рис. 1–3 показано графіки спектрів сигна- 

лів, отриманих різними АПК. На рис. 1 та 3 ба- 

чимо, що виявити та розпізнати сигнал, який  

не належить до легальних сингалів, неможливо.  

Якщо аналоговий сигнал можна виявити за 

акустичним відгуком, установивши скану- 

вальний приймач на частоту сигналу, то цифро- 

вий сигнал так виявити неможливо, тому що він 

закодований. Замість акустичного сигналу ми 

будемо чути імпульси цифрового сигналу, без 

визначення його походження.  

 

 

Рис. 3. Спектр сигналів діапазону Wi-Fi,  

отриманий АПК за допомогою спектр-аналізатора 

 

Отже, сканування цифрового радіодіапазону 

не дозволить остаточно виявити, а тим більше 

розпізнати сигнал несанкціонованої точки 

доступу. 

Якщо брати до уваги, що ринок зараз напов- 

нюється високоякісними мініатюрними дикто- 

фонами з убудованими Wi-Fi-передавачами, які 

поєднують у собі диктофон і передавач Wi-Fi, 

тоді зрозуміло, що цей діапазон буде ще більше 

завантажуватися.  

Беручи до уваги, що у комплекті з Micro  

Wi-Fi диктофоном поставляється мінімаршру- 

тизатор, який можна конфігурувати так, щоб він 

автоматично виявляв мережу диктофона, під- 

ключався до неї і завантажував аудіозапис, тоді 

оператору досить наблизитися з ноутбуком із 

підключеним маршрутизатором на відстань дії 

мережі Wi-Fi (до 50 м у приміщеннях), щоб за- 

вантажити всю накопичену інформацію. Заван- 

таження добового аудіоспостереження, у разі 

якісного Wi-Fi-з'єднання, з диктофона такого типу 

займає всього декілька хвилин. Виявити такі при- 

строї дуже складно. Але таких передавачів частот 

Wi-Fi, які зовсім не можна виявити, не існує. 

Отже, виявити пристрій найімовірніше саме  

у момент передачі накопиченої інформації по  

мережі Wi-Fi.  

Після тестування такого диктофона, у реаль- 
них умовах можна підтвердити основні ТТХ та 
відмітити його особливості: 

1) диктофон може бути виявлено в мережі як 
точку доступу по SSID. Тут SSID (Service Set 
Identifier) – унікальний ідентифікатор бездротової 
мережі, що відрізняє одну мережу Wi-Fi від іншої. 
У налаштуваннях усіх пристроїв, які повинні 
працювати в одній бездротовій мережі, має бути 
зазначений однаковий SSID. Причому SSID 
можна привласнити будь-яке ім'я; 

2) передавання півгодинного запису розмови 
здійснюється за 30 с. 

Це дуже важливе спостереження щодо необ- 
хідності повного перегляду концепції моніто- 

рингу мереж Wi-Fi. Постійний і безперервний у 
часі аналіз мереж Wi-Fi тепер стає актуальним, як 
і постійний радіомоніторинг на об'єктах із 
наявністю інформації обмеженого доступу. 

На нашу думку, велику загрозу мають також 
Wi-Fi-відеокамери. Як приклад, розглянемо дос- 
тупну модель Defender MULTICAM WF-10HD. 
Достатньо розглянути її ТТХ, щоб зрозуміти, 
що в руках досвідченого зловмисника цей 
пристрій цілком може стати суттєвою проблемою 
для фахівців із захисту інформації. Прикладом 

може бути налагодження з можливістю доступу 
до камери з будь-якої точки світу через спеціалі- 
зований ресурс. У цьому випадку головним є 
можливість підключення камери до мережі інтер- 
нет, що нині виконати не важко. Модифіковані 
зразки такого типу відеокамер можуть працювати 
аналогічно прикладу з диктофоном, тобто вико- 
ристовувати передачу по Wi-Fi на короткі відстані. 

Проблеми виявлення таких пристроїв вини- 
кають з урахуванням можливостей сучасних ана- 
лізаторів Wi-Fi, які зазвичай використовуються 

пошуковими бригадами під час пошукових захо- 
дів і в моніторингу контрольованих об'єктів. Біль- 
шість аналізаторів із широкими можливостями 
мають досить великі габарити і прив'язані до 
комп'ютера. Якщо останній і існує, то у кращому 
випадку, він розміщений на посту контролю, який 
може бути значно віддалений від контрольо- 
ваного приміщення, де зазвичай немає можли- 
вості встановити окремий аналізатор. 

На підставі викладеного, а також аналізу 
нових загроз, сформуємо методику пошуку за 

допомогою автоматизованого програмного ком- 
плексу (АПК) мереж Wi-Fi на наявність неле- 
гальних сигналів.  

Основою методики виявлення, розпізнавання 
та локалізації пристроїв і каналів витікання інфор- 
мації, що працюють у діапазоні Wi-Fi, є аналіз 
спектральної щільності сигналів. Він базується на 



Безпека інформаційних систем і технологій, № 1(6), 2023                                                           

 

25 

тому, що в активному режимі трансляції інфор- 
мації спектральна щільність збільшується значно 
помітніше ніж спектр. Це пов'язано з тим що, 

залежність спектральної щільності сигналу від 
звичайного спектра сигналу – квадратична. Тобто 
зростає значно швидше ніж звичайний спектр. 

Оскільки у мережах Wi-Fi завжди викорис- 
товують маршрутизатори й комутатори, то ці мере- 
жі дуже добре захищені та програмно керовані, і 
проводити перевірку можливо двома способами. 
Перший, практично відкритий, спосіб – коли всі 
точки доступу Wi-Fi будуть виключені, тоді "чужі" 
точки доступу працюватимуть. "Чужі" сигнали 
дуже просто буде виявити та локалізувати за допо- 
могою запропонованого АПК. Але, якщо потрібно 

проводити пошукові роботи приховано, тоді цей 
метод використати неможливо. Потрібно буде 
застосовувати програмний засіб АПК, що дозволяє 
аналізувати покриття приміщення, визначати 
МАС-адреси всіх точок доступу Wi-Fi. Потім цей 
програмний засіб визначає LLC. На карту 
приміщення наносить розташування всіх точок 
доступу та робить карту покриття сигналом Wi-Fi. 

Далі аналізує базу МАС-адрес та LLC, вико- 
нуючи порівняльний аналіз, виявляє та розпізнає 
сигнал цифрових засобів негласного отримання 

інформації.  

З огляду на те, що на першому етапі перевірки 

в базу АПК завантажується, у чіткому масштабі, 

схематичний план приміщення, визначення "чужо- 

го" випромінювання та місце його розташування 

чітко визначатиметься на схематичному плані 

приміщення. Алгоритм роботи запропонованого 

АПК наведено на рис. 4. Слід зазначити, що вказа- 

ний алгоритм і наведена методика є частиною 

цілої методики виявлення, розпізнавання та 

локалізації цифрових засобів нелегального отри- 

мання інформації. Тобто, процес сканування за 

запропонованою методикою проходить обов'яз- 

ково, тому що цифровий діапазон складається з 

багатьох піддіапазонів, деякі вже були розглянуті, 

а інші розглядатимемо пізніше.  

Методика пошуку цифрових засобів нелегаль- 

ного отримання інформації у діапазоні частот 

мережі Wi-Fi накладає умови, які повинні відпо- 

відати таким вимогам: 

1. Неперервний (цілодобовий), за допомогою 

АПК, контроль мережі Wi-Fi усіх стандартів 

(IEEE 802.11 a / b / g / n) [9], з прив'язкою всіх 

вимірювань до часу (якщо є така можливість, то 

контроль приміщень потрібно здійснювати пос- 

тійно, мати в наявності АПК і спеціаліста із 

захисту інформації). 

2. Пошукові модулі АПК мають бути розміщені 

безпосередньо в контрольованих приміщеннях 

(без необхідності установки у приміщенні додат- 

кових ПК) та з'єднані в єдину мережу. 

3. Оператор має здійснювати роботи з локалі- 

зації мобільно, без необхідності підключення до 

стаціонарних ПК, накопичений архів даних у 

цьому разі повинен зберігатися тривалий час. 

4. АПК має вести список легальних MAC-адрес 

для швидкого виявлення й ідентифікації нових 

передавачів Wi-Fi, та виявляти всі МАС-адреси 

всіх приладів. 

5. Для остаточного виявлення та локалізації 

цифрових засобів негласного отримання інфор- 

мації оператору потрібно мати легкий, мобільний 

та економічний приймальний пеленгаційний 

модуль. Цей модуль потрібен для розв'язання 

оперативних завдань.  

 

 

Рис.  4. Алгоритм роботи пошуку  

цифрових засобів нелегального отримання  

інформації у діапазоні частот мережі Wi-Fi 

 

Для постійної роботи з протидії незаконним 

методам отримання інформації необхідна наяв- 

ність мережного програмного забезпечення, під- 

тримка зонального розміщення необхідної кіль- 

кості пошукових модулів, які будуть виконувати 

задачі з пошуку цифрових засобів негласного 

отримання інформації на постійній основі. 
З метою підтвердження алгоритму пошуку 

цифрових засобів негласного отримання інфор- 

Задання параметрів  

– план приміщення 

Визначення енергетичного спектра 
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мації в діапазоні частот Wi-Fi проведено натурне 
моделювання пошуку цифрових засобів неглас- 
ного отримання інформації. Використавши ме- 
режне програмне забезпечення, яке імітувало ПЗ 
АПК, установили імітатори пошукових модулів, 
це точки доступу Wi-Fi, які були переведені в 
режим сканування, у лабораторному приміщенні 
на рис. 5.  

 

 

Рис. 5. Приміщення з розташованими  

пошуковими модулями 

 

Провели сканування приміщення, з метою 

уточнення розташування пошукових модулів, 

отримали схему приміщення з рівнем покриття 

сигналами пошукових модулів (рис. 6). 

Далі у лабораторному приміщенні було вста- 

новлено нештатний пристрій Wi-Fi. Проведено 

повторне сканування та отримано схему примі- 

щення, з визначенням "чужого" сигналу. На рис. 6 

показано реальну роботу вдосконаленої методики 

та програмного засобу виявлення, розпізнання та 

локалізації імітатора цифрових засобів неглас- 

ного отримання інформації. 

 

 

Рис. 6. Схема виявлення імітатора цифрових  

засобів негласного отримання інформації  

з використанням запропонованої методики 

 

На рис. 6 темним кольором позначено місце 

локалізації імітатора цифрових засобів неглас- 

ного отримання інформації. Отже, одержано 

результати, які цілком підтверджують запро- 

поновану нами методику пошуку цифрових засо- 

бів негласного отримання інформації у цифро- 

вому діапазоні Wi-Fi. 

Саме таким чином, згідно із запропонованою 

методикою та за допомогою нових розроблених  

ПЗ АПК, які можуть виконувати ці завдання, можна 

виявити й локалізувати цифрові засоби негласного 

отримання інформації, що працюють під при- 

криттям легального частотного діапазону Wi-Fi.  

5. ВИСНОВКИ 

Проведено аналіз існуючих методів виявлення 

несанкціонованих точок доступу до інформації. 

Удосконалено метод виявлення та локалізації 

несанкціонованих точок доступу до інформації, 

яка циркулює у бездротовій мережі на об'єктах 

інформаційної діяльності. Виконано натурне моде- 

лювання виявлення несанкціонованого втручання 

в інформаційну бездротову мережу підприємства. 

Натурне моделювання цілком підтвердило запро- 

понований нами вдосконалений метод виявлення 

та локалізації несанкціонованих точок доступу до 

інформації у бездротовій мережі підприємства. 

Натурне моделювання підтвердило точність ло- 

калізації несанкціонованої точки доступу до 

інформації у мережі Wi-Fi – до 2 м. Це дозволить 

своєчасно виявити та локалізувати несанкціо- 

новані точки доступу до інформації у бездротовій 

мережі підприємств та установ.  
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Improvement of the method of detection and location  

of illegal access points to the wireless network  
of information activity objects 

 
Extensive use of mobile devices has led to increased Internet connections and the deployment of new wireless LANs. 

According to the latest Cisco research, by 2023, 66% of the world's population will be Internet users worldwide. More 

than 28 billion devices will be connected to the global network. In the last two decades, we have witnessed the birth and 

development of a technology that has significantly changed our work and life - IEEE 802.11, also known as Wi-Fi.  

Wi-Fi is a favorite way to connect to the Internet because of its ease of use and flexibility. To connect to a wireless 

network, you only need to be within range. That is, consumers and businesses will increasingly rely on mobile networks. 

However, it should be noted that each new opportunity of digitalization also gives new opportunities to cybercriminals 

and therefore, the problem of security of wireless networks today is one of the main problems of IT technologies. The 

inevitable proliferation of wireless networks and the growing traffic in these networks can lead to many information 

security incidents. The main threats are aimed at interception, breach of confidentiality and integrity of transmitted data, 

attacks on the availability of transmission channel nodes and their substitution. 

The article analyzes the existing methods of detecting unauthorized access points to information. The method of 

detection and localization of unauthorized access points to information circulating in the wireless network at the objects 

of information activities has been improved. Natural modeling of detection of unauthorized interference in the information 

wireless network of the enterprise was carried out. Full-scale simulation confirmed the accuracy of localization of an 

unauthorized point of access to information in the Wi-Fi network – up to 2 m. This will allow timely detection and  

localization of unauthorized access points to information in the wireless network of enterprises and institutions. 

 
Keywords: attack; radio signal; method; threat; flow of information 
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МАТЕМАТИЧНА МОДЕЛЬ  
ВЗАЄМОВІДНОСИН СИСТЕМИ КЕРУВАННЯ  

ІНФОРМАЦІЙНОЮ БЕЗПЕКОЮ 
 

 
 

Результативне розв'язання задач аналізу і синтезу систем керування інформаційною безпекою не можна 

забезпечити одними лише способами простого опису їхньої поведінки в різних умовах – системотехніка виявила 

проблеми, які потребують кількісного оцінювання характеристик. Ті дані, що отримані експериментально або 

шляхом математичного моделювання, повинні розкривати властивості систем керування інформаційною 

безпекою. Основним у них є ефективність, під якою розуміють ступінь відповідності результатів захисту 

інформації поставленій меті. Остання, залежно від наявних ресурсів, знань розробників та інших факторів, може 

бути досягнута тією або іншою мірою, причому можливі альтернативні шляхи її реалізації. У ряді публікацій 

авторами запропоновано основи категорійного апарату теорії множин, які дозволяють пояснити процес 

взаємовідносин множин загроз і множин системи захисту інформації, що дозволяє будувати різні математичні 

моделі з метою аналізу систем інформаційного обміну в системах критичного застосування. Нині створення 

систем керування інформаційною безпекою неможливе без дослідження й узагальнення світового досвіду побудови 

інформаційних систем та їхніх складових підсистем, одними з ключових серед яких є системи захисту інформації 

та протидії вторгненням в інформаційну систему. Складовими математичного забезпечення таких систем є 

моделі процесів нападу на механізми захисту та блокування або знищення самих кіберзагроз. Базою таких моделей 

є математичний апарат, який має забезпечити адекватність моделювання процесів захисту інформації за 

будь-яких умов впливу кіберзагроз. Під час визначення математичного апарату необхідно чітко розуміти, як 

будуються ті або інші множини кіберзагроз та як здійснюються взаємовідносини самих множин кіберзагроз, 

множин елементів системи захисту та множин систем виявлення кібератак, які мають контролювати 

правильність роботи процесу захисту інформації. У статті проаналізовано різні варіанти побудови моделей 

системи керування інформаційною безпекою та створено математичну модель, яка враховує внутрішні 

взаємозв'язки різних підмножин складових системи захисту інформації за  впливу кіберзагроз. 

 

 
Ключові слова: граф, діаграми, кіберзагрози, множини, моделі, функції, підмножини, проєктування, система 

захисту інформації, керування інформаційною безпекою. 
 

 

1. ВСТУП 

Процес розвитку й упровадження новітніх 

інформаційних технологій забезпечує безпреце- 

дентні умови для накопичення і використання 

інформації, а також створює фундаментальну 

залежність від їхнього нормального функціо- 

нування всіх сфер життєдіяльності суспільства та 

держави: економіки, політики, сфери національної 

та міжнародної безпеки тощо. Така залежність стає 

вразливим місцем у функціонуванні систем та  

об'єктів критичних національних інфраструктур і 

дає можливість негативно налаштованим елемен- 

там і угрупованням скористатися нею для реа- 

лізації протиправних дій у кіберпросторі шляхом 

порушення цілісності, доступності й конфіден- 

ційності інформації та нанесення шкоди інформа- 

ційним ресурсам й інформаційним системам. 

Експерти передбачають, що в прийдешньому році 

повністю зміниться структура кібероперацій і 

методи їхнього проведення.  

Масовані кібератаки ініціюють створення 

спеціальних технічних рішень, засобів і систем 

© Толюпа С., Штаненко С., 2023 
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протидії. Для виявлення мережних вторгнень ви- 

користовують сучасні методи [1–3], моделі [4, 5], 

засоби [6–9] і комплексні технічні рішення для 

систем виявлення та запобігання вторгнень [9–12], 

які можуть залишатись ефективними у разі появи 

нових або модифікованих видів кіберзагроз. 

Проте на практиці під час появи нових загроз та 

аномалій, породжених атакуючими діями з 

невстановленими або нечітко визначеними 

властивостями, зазначені засоби не завжди є 

ефективними і вимагають тривалих часових 

ресурсів для їхньої відповідної адаптації.  
Сьогодні вирішення питань забезпечення без- 

пеки в інформаційних системах (ІС) та керування 
станом їхньої захищеності описують роботи віт- 
чизняних і зарубіжних дослідників: В. Л. Бурячок, 
С. О. Гнатюк, О. Г. Корченко, О. О. Кузнецова, 
І. Ю. Субача, В. О. Хорошко, С. П. Євсеєва, 
В. Б. Дудикевич, Л. Т. Пархуця,  T. Ptacekа, 
G. Elmasry, P. Albers, O. Camp та ін. 

Нині створення систем керування інформа- 
ційною безпекою неможливе без дослідження й 
узагальнення світового досвіду побудови інформа- 
ційних систем та їхніх складових підсистем, одни- 
ми з ключових яких є системи захисту інформації 
та протидії вторгненням в інформаційну систему. 
Складовими математичного забезпечення таких 
систем є моделі процесів нападу на механізми 
захисту та блокування або знищення самих кібер- 
загроз. Базою таких моделей є математичний 
апарат, який має забезпечити адекватність моде- 
лювання процесів захисту інформації для будь-
яких умов впливу кіберзагроз. 

2. ПОСТАНОВКА ПРОБЛЕМИ 

У визначенні математичного апарату необхідно 
чітко розуміти, як будуються ті або інші множини 
кіберзагроз та як здійснюються взаємовідносини 
самих множин кіберзагроз, множин елементів 
системи захисту та множин систем виявлення 
кібератак, які повинні контролювати правильність 
роботи процесу захисту інформації. У статті запро- 
поновано математичний апарат теорії топосів, 
який дозволяє на рівні спеціальних категорій 
будувати моделі для теоретико-множинних кон- 
струкцій етапу ескізного проєктування систем 
захисту інформації [13, 14]. 

3. ОСНОВНА ЧАСТИНА 

Моделлю для множин процесу захисту інфор- 
мації з повним перекриттям загроз є структура 
μ = 〈𝐴, 𝑅, 𝑐〉, яка складається з непорожньої мно- 
жини A (множини процесу захисту інформації у 
загальному інформаційному процесі), відноше- 
ння 𝑅 = 𝑡 × 𝑚 × 𝑣;𝑅 ⊆ 𝐴 (де 𝑡 – підмножина 
кіберзагроз, 𝑚 – множина механізмів захисту, 

𝑣 – множина областей захисту), та с – конкрет- 
ного індивіду підмножин R, зазначимо, що 𝑐 ∈ 𝐴. 

Для формулювання варіантів підходів до 

створення моделей необхідно ввести обмеження, 

при якому 𝑚 ≥ 1, 𝑣 ≥ 1, при 𝑚 = 𝑢 × 𝑏 × ℎ; 
𝑚 ⊆⊆ 𝑅 (де u – уразливості бар'єрів захисту,  

b – бар'єри захисту інформації, h – підсистема 

аналізу кіберзагроз). 

Згідно з інтерпретацією змінних у моделі μ ⟹ 𝑥 

– вільна функція, яка ставить у відповідність 

кожному позитивному числу n деякий елемент 

𝑥(𝑛). Це є μ-оцінкою і представляється у вигляді 

послідовності 𝑥 = 〈𝑥1, 𝑥𝑖̅̅ ̅̅ ̅̅ ̅〉, i-й член якої – значення 

змінної 𝑣𝑖, яке дає оцінка x. 

Покладемо істинність моделі μ ⊨ φ[𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ ], 
якщо μ ⊨ φ[𝑦] для деякої (еквівалентним чи- 

ном, для будь-якої) оцінки y, такої, що 𝑦𝑖 = 𝑥𝑖 у  

будь-якому разі, коли 𝑣𝑖 входить вільно у φ. Ця 

модель μ = 〈𝐴, 𝑅, 𝑐〉, вимога φ𝑚 (належне  

φ число 𝑚 – кратного добутку), тобто 

φ𝑚 = {〈𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ 〉: μ = φ[𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ ]} являє собою 

множину всіх m-послідовностей, на яких у моделі  

μ виконується вимога φ.  

Знати множини φ𝑚 для належних m – це знати 

все про виконання вимог у моделі μ. Причому 

правила, які визначають виконання для пропор- 

ційних зв'язків, відповідають булевим операціям 

на підмножинах множини 𝐴𝑚. Так, доповнення до 

φ𝑚 (тобто множина послідовностей, які не задо- 

вольняють φ) є множиною послідовностей, які 

задовольняють ~φ, перетин множин φ𝑚 іншого 

перетину множин ψ𝑚 складається з послідов- 

ностей, які задовольняють вимогу φ ∧ ψ. Отже, 

отримуємо 

(~φ)𝑚 = −φ𝑚, (φ ∧ ψ)𝑚 = φ𝑚 ∩ ψ𝑚,  

   (φ ∨ ψ)𝑚 = φ𝑚 ∪ ψ𝑚 і т.  п.             
(1)

 

Тобто, якщо m є необхідним для φ і ψ числом, 

то воно буде необхідним і для φ ∧ ψ. 
Розглянемо підоб'єкти і їхні характеристичні 

стрілки. 

Замінимо множину φ𝑚 характеристичною 

функцією ⟦φ⟧𝑚: 𝐴𝑚 → 2, де 

⟦φ⟧𝑚(〈𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ 〉) = {
1, якщо μ ⊨ φ[𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ ],
0, в іншому випадку.  

  (2) 

На основі теореми про істинність (якщо топос 

ε  булевий, то ε ⊨ α ∨∼ α для будь-якої 

пропозиції α) маємо рівняння 

⟦~φ⟧𝑚 = ¬ ° ⟦φ⟧𝑚, 

⟦φ ∧ ψ⟧𝑚 = ⟦φ⟧𝑚 ∩ ⟦ψ⟧𝑚(=∩∘ 〈⟦φ⟧𝑚, ⟦ψ⟧𝑚〉), 

⟦φ ∨ ψ⟧𝑚 = ⟦φ⟧𝑚 ∪ ⟦ψ⟧𝑚.                (3) 
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Розглянемо квантори підмножин. Припустимо, 
що φ має вільні тільки змінні 𝑣1, 𝑣2, 𝑣3 і (за умови, 

що m = 3) функція ⟦φ⟧3: 𝐴3 → 2 вже визначена. 

Необхідно визначити функцію ⟦∀𝑣3φ⟧
3: 𝐴3 → 2. 

Візьмемо вільну трійку 〈𝑥1, 𝑥2, 𝑥3〉 ∈ 𝐴
3 і 

припустимо визначення виконуваності:  

𝐵2 = {𝑥 ∈ 𝐴: μ ⊨ φ[𝑥1, 𝑥3̅̅ ̅̅ ̅̅ ̅]} =. 

= {𝑥 ∈ 𝐴: ⟦φ⟧3(𝑥1, 𝑥3̅̅ ̅̅ ̅̅ ̅) = 1}. 

Із цього визначення слідує, що μ ⊨ ∀𝑣3φ[𝑥1, 𝑥3̅̅ ̅̅ ̅̅ ̅] 
тоді і тільки тоді, коли 𝐵2 = 𝐴. Тому покладемо 

⟦∀𝑣3φ⟧
3(〈𝑥1, 𝑥3̅̅ ̅̅ ̅̅ ̅〉) = {

1, якщо 𝐵2 = 𝐴,           
0  в іншому випадку.

 

Зіставлення 𝑥1, 𝑥3̅̅ ̅̅ ̅̅ ̅ підмножини 𝐵2 ⊆ 𝐴 

визначає функцію |φ|2
3 з 𝐴3 у 𝒫(𝐴). Уведемо нову 

функцію ∀𝐴: 𝒫(𝐴) → 2, маючи 

∀𝐴(𝐵) = {
1, якщо 𝐵 = 𝐴,
0, якщо 𝐵 ≠ 𝐴.

 

Тоді функцію ⟦∀𝑣3φ⟧
3 можна записати у 

вигляді ⟦∀𝑣3φ⟧
3 = ∀𝐴°|φ|2

3. Ця функція має 
вигляд, зображений на рис. 1. 

 

 

Рис. 1. Граф комутативної  

діаграми функції ⟦∀𝒗𝟑φ⟧𝟑 

 
Необхідно дати категорійне визначення для 

∀𝐴. Таке визначення дано в [2], де ∀𝐴 визначається 
як характеристичне відображення імені функції 

𝑡𝑟𝑢𝑒𝐴. Тобто визначається ⌈𝑡𝑟𝑢𝑒𝐴⌉: 1 → 2
𝐴– ім'я 

функції 𝑡𝑟𝑢𝑒𝐴 – як стрілку (функцію), яка виділяє 

𝑡𝑟𝑢𝑒𝐴 з множини 2𝐴. Оскільки 𝑡𝑟𝑢𝑒𝐴 = 𝜒𝐴: 𝐴 → 2, 
ототожнюємо 𝑡𝑟𝑢𝑒𝐴 з {𝐴} ⊆ 𝒫(𝐴). Характе- 
ристичною функцією цього підоб'єкта є ∀𝐴. 
Функція ⌈𝑡𝑟𝑢𝑒𝐴⌉ сама є експоненціально 
приєднаною до композиції, зображеної на рис. 2,  
де 𝑝𝑟𝐴(〈0, 𝑥〉) = 𝑥. 

 

 

Рис. 2. Категорійне проєктне визначення  

відображення |ψ|𝟐
𝟒 

Таким чином, у рівнянні ⟦∀𝑣2𝜑⟧
3 = ∀𝐴° |φ|2

3 

через ∀𝐴 визначена характеристична функція 

підоб'екта у 2𝐴, яка визначається вкладенням, 

експоненціально приєднаним до 𝑡𝑟𝑢𝑒𝐴 ° 𝑝𝑟𝐴, а 

|φ|2
3 визначає функцію, експоненціально 

приєднаною до ⟦φ⟧3 ° 〈𝑝𝑟1
4, 𝑝𝑟4

4, 𝑝𝑟3
4〉. 

Для квантора існування аналогічним образом 

розраховуємо 

μ ⊨ ∃𝑣2φ[𝑥1, 𝑥3̅̅ ̅̅ ̅̅ ̅] тоді і тільки тоді, 

якщо 𝐵2 ≠ 0.                          (4) 

Тому покладемо 

⟦∃𝑣2φ⟧
3(〈𝑥1, 𝑥2̅̅ ̅̅ ̅̅ ̅〉) = {

1, якщо 𝐵2 ≠ 0,           
0 у іншому випадку.

   (5) 

З (5) випливає, що діаграма графа з рис. 3 є 

комутативною, де 

∃𝐴(𝐵) = {
1, якщо 𝐵 ≠⊘,
0, якщо 𝐵 =⊘.

                  (6) 

Функція ∃𝐴 є характеристичною для множини 

𝐶 = {𝐵: 𝐵 ≠⊘} = 

= {
𝐵: існує 𝑥, який належить 𝐴,

такий,що 𝑥 ∈ 𝐵
}. 

Якщо ∈𝐴↪ 𝒫(𝐴) × 𝐴 – відношення належності 

на A, тобто 

∈𝐴= {〈𝐵, 𝑥〉: 𝐵 ⊆ 𝐴 і 𝑥 ∈ 𝐵}, 

і 𝑝𝐴 – перша проєкція добутку, 

𝒫(𝐴) × 𝐴 у 𝒫(𝐴): (𝑝𝐴(〈𝐵, 𝑥〉) = 𝐵), 
то 𝑝𝐴(∈𝐴) = 𝐶. 

Таким чином, ∃𝐴 є характеристичною функ- 

цією образу композиції: 

∈𝐴↪ 𝒫(𝐴) × 𝐴
𝑝𝐴
→ 𝒫(𝐴).                (7) 

Загальне визначення функцій ⟦∀𝑣𝑖φ⟧
𝑚 і 

⟦∃𝑣𝑖φ⟧
𝑚 отримуємо підстановкою m замість (4) 

та i замість (2). 

Функцію ⟦𝑡 ≈ 𝑢⟧𝑚: 𝐴𝑚 → 2 визначимо так: 

⟦𝑡 ≈ 𝑢⟧𝑚(〈𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ 〉) = {
1, якщо 𝑥𝑡 = 𝑥𝑢,         
0, в іншому випадку,

 

де x – деяка (вільна) оцінка, перші m членів якої 

збігаються з 𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ . Таким чином, отримуємо 

комутативну діаграму графа (рис. 3). 

На рис. 3  𝑝𝑡
𝑚: 𝐴𝑚 → 𝐴, 𝑝𝑢

𝑚: 𝐴𝑚 → 𝐴 і 𝛿𝐴 

визначені співвідношеннями: 

𝑝𝑡
𝑚(〈𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ 〉) = 𝑥𝑡 ,   𝑝𝑢

𝑚(〈𝑥1, 𝑥𝑚̅̅ ̅̅ ̅̅ ̅̅ 〉) = 𝑥𝑢, 

δ𝐴(〈𝑥, 𝑦〉) = {
1, якщо 𝑥 = 𝑦,
0, якщо 𝑥 ≠ 𝑦,

𝑥, 𝑦 ∈ 𝐴. 
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Рис. 3. Граф комутативної діаграми  

функції ⟦𝒕 ≈ 𝒖⟧𝒎 

 

Функція δ𝐴 є характеристичною функцією 
тотожного відношення (діагоналі)  

∆= {〈𝑥, 𝑦〉: 𝑥 = 𝑦} ⊆ 𝐴2. 
Функція може бути ототожнена з 

монострілкою 1𝐴: 𝐴 → 𝐴
2, яка переводить x у 

〈𝑥, 𝑥〉. Для категорійного визначення 𝑝𝑡
𝑚 уведемо 

функцію 𝑓𝑐: {0} → 𝐴, покладемо 𝑓𝑐(0) = 𝑐. Тоді 

𝑝𝑡
𝑚 = {

𝑝𝑟𝑖
𝑚: 𝐴𝑚 → 𝐴, якщо 𝑡 = 𝑣𝑖 ,     

𝑓𝑐° !: 𝐴
𝑚

1
→ 1

𝑓𝑐
→𝐴, якщо е = 𝑐.

 

Подібні рівняння справедливі і для 𝑝𝑢
𝑚. 

Перейшовши до предикатної форми, визна- 

чимо через 𝑟: 𝐴2 → 2 характеристичну функцію 

множини 𝑅 ⊆ 𝐴 × 𝐴. Тоді діаграма на рис. 4 буде 
комутативною. 

 

 

Рис. 4. Граф комутативної діаграми  

функції ⟦𝒕𝑹𝒖⟧𝒎 

 
Розглянемо наскільки істинна модель і як це 

можна описати. Нехай формула φ(𝑣𝑖1 , 𝑣𝑖𝑛̅̅ ̅̅ ̅̅ ̅̅ ̅) має 

індекс n, тоді визначаючи ⟦φ⟧μ: 𝐴𝑛 → 2 умовами 

⟦φ⟧μ(〈𝑥1, 𝑥𝑛̅̅ ̅̅ ̅̅ ̅〉) = {
1, якщо 𝜇 ⊨ 𝜑[𝑥1, 𝑥𝑛̅̅ ̅̅ ̅̅ ̅],
0 у іншому випадку,

 

отримуємо: μ ⊨ φ тоді і тільки тоді, коли для 

будь-яких 𝑥1, 𝑥𝑛̅̅ ̅̅ ̅̅ ̅ ∈ 𝐴 має місце 

[φ]μ(〈𝑥1, 𝑥𝑛̅̅ ̅̅ ̅̅ ̅〉) = 1 ⟹ [φ]μ = χ𝐴𝑛 ⟹ 

[φ]μ = 𝑡𝑟𝑢𝑒𝐴𝑛. 

Для опису функції [φ]μ у вигляді графа визна- 

чимо, що існує m – необхідне для φ число, таке, 

що μ ⊨ φ[𝑥1, 𝑥𝑛̅̅ ̅̅ ̅̅ ̅] тоді і тільки тоді, коли для будь-

яких 𝑦1, 𝑦𝑚̅̅ ̅̅ ̅̅ ̅̅  справедливе μ ⊨ φ[𝑦1, 𝑦𝑚̅̅ ̅̅ ̅̅ ̅̅ ]. Таким 
чином, для будь-якого f, яке задовольняє рівняння 

𝑝𝑟𝑖𝑘
𝑚 ° 𝑓 = 𝑝𝑟𝑘

𝑛 при 1 ≤ 𝑘 ≤ 𝑛, граф діаграми, 

зображений  на рис. 7, буде комутативний. 

Цей опис функції [φ]μ придатний для визна- 
чення істинності пропозицій, які виникають під 
час аналізу істинності проєктування впливу 
загроз на механізми захисту інформації.  

Вільний елемент множини 𝐴𝑛, тобто n-членну 
послідовність, можна розглядати як функцію з 

ординалу 𝑛 = {0,1, … , 𝑛 − 1} в 𝐴. Тому, якщо  
𝑛 = 0, то 𝐴0 є множиною функцій з ординалу 0 

(початкового об'єкта ⊘) в A. Таким чином,  

𝐴0 = 𝐴⊘ = {⊘} = 1. 

Якщо індекс φ=0, то ⟦φ⟧μ: 𝐴
0 → 2 є деяким 

істинним значенням 1 → 2; тут  

[φ]μ = {
𝑡𝑟𝑢𝑒, якщо μ ⊨ φ,              
𝑓𝑎𝑙𝑠𝑒, в іншому випадку.

    (8) 

На основі (8) можна дійти висновку, що для 

будь-якого 𝑚 ≥ 1 і будь-якого 𝑓: 1 → 𝐴𝑚 граф 
діаграми, зображений на рис. 5, є комутативним, і 

при μ ⊨ φ функція ⟦φ⟧𝑚 набуває значення 1, 
якщо не виконуються вимоги, то ця функція 
набуває значення 0. 

 

 

Рис. 5. Загальний граф комутативної  

діаграми функції [𝛗]𝛍 для будь-якого  

𝒎 ≥ 𝟏 і будь-якого 𝒇: 𝟏 → 𝑨𝒎 

 
Звертаючись до моделі системи захисту інфор- 

мації з повним перекриттям загроз [3], розкриємо 
порядок впливу загроз на механізми захисту. Для 
чого визначимо взаємозв'язки між елементами 
області загроз, механізмами захисту, системою 
аналізу загроз та областю захисту, як показано на 

рис. 6, де 𝑡1,, 𝑡2, … , 𝑡𝑖 – загрози з області загроз, 

𝑢1, 𝑢2, … , 𝑢𝑑 – підмножини уразливостей меха- 

нізмів захисту, 𝑏1, 𝑏2, … , 𝑏𝑑 – підмножини бар'єрів 

захисту (фільтрів) (1, 𝑘̅̅ ̅̅̅ – порядковий номер класу 

механізмів захисту), ℎ1, ℎ2, … , ℎ𝑦 – підмножин 

⟦φ⟧μ  
⟦φ⟧𝑚 
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системи аналізу загроз, 𝑣1, 𝑣2, … , 𝑣𝑗 – множини 

областей захисту інформаційної системи. 

Усі підмножини тісно взаємно пов'язані між 

собою. 

Якщо об'єднати окремі підмножини у множи- 

ни (рис. 6), то можна побудувати комутативний 

граф взаємовідносин множин загроз і підмножин 

множини системи захисту інформації, який 

показано на рис. 6. 

 

 

Рис. 6. Комутативний граф взаємовідносин  

множин загроз і підмножин множини системи  

захисту інформації 

 

З рис. 7 можна дійти висновку, що згідно з [1] 

коприрівнювачем пари паралельних β-стрілок 

𝑓𝑡1,𝑓𝑡𝑖 є комежа 𝑓𝑡1 , 𝑓𝑡𝑖: 𝑻 ⇉ 𝑼. Коприрівнювач 

можна розглядати як таку β-стрілку 𝑓𝑢: 𝑢 → ℎ при 

якій: 𝑓𝑢 ° 𝑓𝑡1 = 𝑓𝑢 ° 𝑓𝑡𝑖 , та будь-яку стрілку 𝑓𝑢: 𝑢 → ℎ, 

яка задовольняє рівняння 𝑓𝑢 ° 𝑓𝑡1 = 𝑓𝑢 ° 𝑓𝑡𝑖, існує 

одна єдина стрілка 𝑓𝑏: 𝑏 → ℎ, для якої діаграма  

комутативна. 

У подальшому, розглядаючи місця множини 

Н у системі захисту інформації, згідно з [2],  

можна побудувати наступний граф, який 

зображено на рис. 7.  
 

 

Рис. 7. Діаграма тотожності підмножин  

при 𝒇𝒃 = 𝒇𝒉  ∘ 𝒇𝒃∗ ,  𝒇𝒉 = 𝒇𝒃  ∘ 𝒇𝒉∗ 

 

Якщо 𝑓𝑏 ⊆ 𝑓ℎ і𝑓ℎ ⊆ 𝑓𝑏, то 𝑓𝑏 і 𝑓ℎ пропускаються 

один через одного, і  𝑓𝑏 = 𝑓ℎ  ∘ 𝑓𝑏∗ , 𝑓ℎ = 𝑓𝑏  ∘ 𝑓ℎ∗ . 
У цілому, якщо множина M (механізмів захис- 

ту) є підмножиною множини А (процесу захисту 

інформації), то функція включення 𝑀 ↪ А ін'єк- 

тивна і тому мономорфна. З іншого боку, вільна 

мономорфна функція 𝑓:𝑈 ↣ 𝐵 визначає підмно- 

жину множини B, при якій Im𝑓 = {𝑓(𝑥): 𝑥 ∈ 𝑈}. 
Тобто,  f  індукує бієкцію між U та Im f, далі 

отримуємо 𝑈 ≅ Im 𝑓.           
Крім того, підмножини системи захисту інфор- 

мації перебувають, між собою, у взаємозв'язках, 
які можна описати таким чином: 

𝑼 =

𝑝𝑟 𝑡𝑠
𝑖(〈𝑢1

1, 𝑢1
2, … , 𝑢1

𝑘〉) = 𝑢1
𝑘;

𝑝𝑟 𝑏1
𝑤(〈𝑢2

1, 𝑢2
2, … , 𝑢2

𝑘〉) = 𝑢2
𝑘;

…………………………
𝑝𝑟 𝑏2

𝑤(〈𝑢𝑑
1 , 𝑢𝑑

2 , … , 𝑢𝑑
𝑘〉) = 𝑢𝑑

𝑘 .

 

𝑩 =

𝑝𝑟 𝑢1
𝑘(〈𝑏1

1, 𝑏1
2, … , 𝑏1

𝑤〉) = 𝑏1
𝑤;

𝑝𝑟 𝑢2
𝑘(〈𝑏2

1, 𝑏2
2, … , 𝑏2

𝑤〉) = 𝑏2
𝑤;

…………………………
𝑝𝑟 𝑢𝑑

𝑘(〈𝑏𝑑
1, 𝑏𝑑

2, … , 𝑏𝑑
𝑘〉) = 𝑏𝑑

𝑤.

 

𝑯 =

𝑢1
𝑘

𝑢2
𝑘

…
𝑢𝑑
𝑘

𝑏1
𝑤

𝑏2
𝑤

…
𝑏𝑑
𝑤

. 

Таким чином, область визначення мономорф- 
ної функції B ізоморфна деякій підмножині  
області значень цієї функції U. Іншою мовою, 
область визначення–підмножина u є, з точністю 
до ізоморфізма, підмножиною області значень –

множини b, тобто 𝑓: 𝑢 ↣ 𝑏. 
У загальному випадку представимо процес за- 

хисту інформації, зображений на рис. 6, 7, 8, отри- 
муємо декартовий квадрат, який показано на рис. 9. 

 

 

Рис. 9. Комутативна діаграма 

декартового квадрата 

 
Дійсно, якщо уявити зовнішній "квадрат",  як 

комутативний, тоді, якщо  

𝑡 ∈ 𝑇 і 𝑓(f(𝑡)) = true(! (𝐻)) = 𝑈,  

то f(𝑏) ∈ 𝐻, 𝑓(𝑢) ∈ 𝐻. 

Тому при 𝑓𝑡
∗: 𝑇 → 𝐻,𝐵, яке визначено рівнян- 

ням 𝑓𝑡(𝑇) = 𝑓𝑡∗(𝑇), уся діаграма буде комутатив- 

ною, але при одному 𝑓𝑡.  Відповідно, якщо 𝑈 ⊆ 𝐵, 
то квадрат, зображений на рис. 12, декартовий.  
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Рис. 8. Проєктна математична модель взаємовідносин 

множин загроз 𝒕𝟏,, 𝒕𝟐, … , 𝒕𝒊 та множин системи захисту інформації: 

𝒖𝟏, 𝒖𝟐, … , 𝒖𝒅 – уразливостей механізмів захисту, 𝒃𝟏, 𝒃𝟐, … , 𝒃𝒅 – бар'єрів захисту (фільтрів),  
𝒉𝟏, 𝒉𝟐, … , 𝒉𝒚 – множини підсистеми аналізу загроз,  

𝒗𝟏, 𝒗𝟐, … , 𝒗𝒋 – множини областей захисту інформаційної системи 
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Відношення еквівалентності на множині H по 

визначенню – відношення 𝑅 ⊆ 𝑯× 𝐴 – має такі 

властивості: 

• рефлективності, тобто 𝑎𝑅𝑎 для кожного  
𝑎 ∈ 𝐴; 

• транзитивності, тобто, якщо 𝑎𝑅𝑏 і 𝑏𝑅𝑐, то 

𝑎𝑅𝑐 для будь-яких 𝑎, 𝑏, 𝑐 з A; 

• симетричності, тобто, якщо 𝑎𝑅𝑏, то 𝑏𝑅𝑎 для 

будь-яких a і b з A. 

Процес ототожнення еквівалентних множин 

упроваджується в об'єднання цих множин в одну 

множину у разі поєднання їх одна з одною від- 

ношенням еквівалентності. Сукупності, які вини- 

кають, розглядаються тут як нові відношення. 

Формально для 𝑎 ∈ 𝐴 визначається клас R-екві- 

валентності як множина: [𝑎] = {𝑏: 𝑎𝑅𝑏} усіх еле- 

ментів з A, які перебувають у R-відношенні до a.  

Одна і та сама множина може бути класом  

еквівалентності різних елементів. У загальному 

випадку: 

• [𝑎] = [𝑏] тоді і тільки тоді, коли 𝑎𝑅𝑏. Тобто 

два еквівалентні елементи перебувають у від- 

ношенні R з однією і тією самою множиною 

елементів;  

• якщо [𝑎] ≠ [𝑏], то [𝑎] ∩ [𝑏] = ∅. Тобто два 

різні класи еквівалентності не мають загальних 

елементів; 

•  𝑎 ∈ [𝑎]. Тобто кожна 𝑎 ∈ 𝐴 є елементом 

одного і того самого класу  R-еквівалентності. 

Процес ототожнення полягає у переході від 

цієї множини до нової, елементами якої є класи R-

еквівалентності, тобто розглядається перехід від 

множини A до множини 

𝐴
𝑅⁄ = {[𝑎]: 𝑎 ∈ 𝐴}.                      (9) 

Цей перехід виконується за допомогою природ- 

ного відображення 𝑓𝑅: 𝐴 →
𝐴
𝑅⁄ , де 𝑓𝑅(𝑎) = [𝑎],

для 𝑎 ∈ 𝐴. 

Якщо 𝑎𝑅𝑏, то 𝑓𝑅(𝑎) = 𝑓𝑅(𝑏), тобто функція 𝑓𝑅 

ототожнює  R-еквівалентні елементи. 

Функція 𝑓𝑅 є коприрівнювачем пари 𝑓,  g: 𝑅 ⇉ 𝐴 

функцій проєктування з R до A, тобто тих, які 

задаються рівняннями  

𝑓(〈𝑎, 𝑏〉) = 𝑎 і g(〈𝑎, 𝑏〉) = 𝑏.           (10) 

4. ВИСНОВОК 

Математична модель проєктних відносин 

загроз і множин системи захисту інформації 

дозволяє на рівні математичних множин 

прогнозувати порядок побудови тих або інших 

множин або підмножин систем захисту інфор- 

мації, проводити аналіз правильності побудови 

цих множин. Запропонований математичний 

апарат дозволяє з кращим урахуванням практич- 

ного застосування  визначати загальний порядок 

побудови структури систем захисту інформації на 

етапі ескізного проєктування. Це є вхідні дані для 

системи автоматичного проєктування побудови 

систем захисту інформації. 
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Mathematical model of system relationships 

management of information security 
 
An effective solution to the problems of analysis and synthesis of information security management systems can not 

be provided by simple ways of simply describing their behavior in different conditions - systems engineering solves 

problems that require quantitative evaluation of characteristics. Such data, obtained experimentally or by mathematical 

modeling, should reveal the properties of information security management systems. The main one is efficiency, which 

means the degree of compliance of the results of information protection to the goal. The latter, depending on the resources 

available, the knowledge of developers and other factors, can be achieved to one degree or another, and there are 

alternative ways to implement it. In a number of publications the authors propose the basics of the categorical apparatus 

of set theory, which allows to explain the relationship between sets of threats and sets of information protection system, 

which allows to build different mathematical models to analyze information exchange systems in critical application 

systems. At present, the creation of information security management systems is not possible without research and 

generalization of world experience in building information systems and their constituent subsystems, one of the key of 

which are information protection and intrusion prevention systems. Components of the process of attacking the 

mechanisms of protection and blocking or destruction of cyber threats themselves are components of the mathematical 

support of such systems. The basis of such models is the mathematical apparatus, which should ensure the adequacy of 

modeling of information security processes for any conditions of cyber threats. When defining the mathematical 

apparatus, it is necessary to clearly understand how certain sets of cyber threats are built, and how the sets of cyber 

threat sets, sets of security system elements and sets of cyber attack detection systems, which should control the 

correctness of the information security process. The article analyzes various options for building models of information 

security management system and creates a mathematical model that takes into account the internal relationships of 

different subsets of components of the information security system under the influence of cyber threats. 

 

Keywords: graph, diagrams, cyber threats, sets, models, functions, subsets, design, information protection system, 

information security management. 
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ФОРМУВАННЯ СИСТЕМИ КІБЕРЗАХИСТУ  
ДЛЯ ІНТЕГРОВАНОЇ ГАЛУЗЕВОЇ  

ІНФОРМАЦІЙНОЇ СИСТЕМИ УКРАЇНИ  
СЕКТОРУ НАЦІОНАЛЬНОЇ КІБЕРБЕЗПЕКИ 

 
 

Розкрито та висвітлено передбачений склад, структуру заходів і засобів, які увійдуть до комплексної 
системи захисту інтегрованої галузевої інформаційної системи України (ІГІСУ) сектору національної 
кібербезпеки. Описано специфіку і стратегічну цінність залучених ресурсів, якими оперуватиме створена 
система кіберзахисту. Зазначено, що система кіберзахисту ІГІСУ передбачає задіяти комплекс 
взаємопов'язаних засобів і заходів, виконання яких необхідне й достатнє для повноцінного захисту ІГІСУ, для 
протистояння зовнішнім несанкціонованим системам доступу (НСД) тощо. Акцентовано увагу на 
відповідності передбаченої системи кіберзахисту міжнародним критеріям і стандартам захисту подібних 
керівних систем для країн НАТО, зокрема і кібербезпековому стандарту міністерства оборони США (TCSEC – 
"Помаранчева книга"); міжнародним критеріям і стандартам захисту подібних керівних систем інших 
провідних країн світу, зокрема, міжнародному технічному стандарту ISO/IEC 15408 "Загальні критерії 
оцінювання безпеки ІТ", який ратифікувало багато країн; настановам і рекомендаціям міжнародної організації 
NCSS (National Cyber Security Strategies) для країн – партнерів НАТО, що передбачені Стратегією національної 
кібербезпеки та розроблені міжнародними експертами з питань національної кібербезпеки, науковцями та 
європейськими радниками з міжнародної кібербезпеки в контексті проєкту Програма НАТО SPS "Наука заради 
миру та безпеки"; національним технічним стандартам України. У межах цієї статті детально показано 
повний асортимент загальнообов'язкових ресурсів та інструментів, які передбачені для забезпечення 
кібербезпеки спроєктованої ІГІСУ сектору національної кібербезпеки, та які включають п'ять рівнів 
кіберзахисту (організаційний, програмний, апаратно-технічний, інженерно-технічний, додатковий фізичний). 

 

 
Ключові слова: система кіберзахисту ІГІСУ сектору національної кібербезпеки; особливість системи 

кіберзахисту; складові системи кіберзахисту; відповідність системи кіберзахисту. 
 

 

1. ВСТУП 

Сучасний рівень розвитку технологічного про- 

гресу вимагає від кожної держави, аби автома- 

тизовані керівні системи були дієвими, макси- 

мально захищеними та відповідали не лише 

глобальним викликам, потенційним зовнішнім 

ризикам цифрового світу та сучасному рівню 

розвитку ІТ як предметної області, але й задо- 

вольняли нагальні потреби сектора національної 

кібербезпеки як проблемної галузі. 

Адже нині сектор національної кібербезпеки  

являє собою стратегічно важливу для держави 

макрогалузь, проблематика якої полягає у тому, 

що назріла нагальна потреба держави у забез- 

печенні високого рівня керованості сектором 

національної кібербезпеки, особливо в екстремаль- 

них умовах наявності кіберінцидентів. Таку по- 

требу задовольнить спроєктована ІГІСУ сектору 

національної кібербезпеки, яка, у свою чергу, для 

безпечного функціонування потребує створення 

комплексної системи кіберзахисту. 

2. АНАЛІЗ ОСТАННІХ  

ДОСЛІДЖЕНЬ І ПУБЛІКАЦІЙ 

Проведений аналіз вітчизняних наукових пуб- 

лікацій, присвячених питанням створення систем 

захисту керівних систем засвідчив, що вказаний 

тематичний напрям перебуває у фокусі предмет- 
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ної уваги таких сучасних вчених: Ю. В. Землянко, 

О. А. Замула,    О. О. Ткач,     Н. І. Литвинова, 

Я. А. Пересічанська, В. В. Домарев, С. В. Ленков, 

Д. А. Перегудов, В. А. Хорошков, В. А. Герасименко, 

М. С. Вєртузаєв, О. М. Юрченко [1–5]. 

3. ПОСТАНОВКА ПРОБЛЕМИ  

В ЗАГАЛЬНОМУ ВИГЛЯДІ  

ТА ЇЇ АКТУАЛЬНІСТЬ 

Для забезпечення високого рівня керованості 

стратегічно важливим для держави сектором 

національної кібербезпеки синтезовано ІГІСУ 

сектору національної кібербезпеки, котра, у свою 

чергу, згідно із чинними державними  вимогами, 

потребує комплексної системи захисту. 

Тому така потреба у забезпеченні комплекс- 

ного кіберзахисту ІГІСУ сектором національної 

кібербезпеки зумовила вибір теми статті. Саме 

сформована комплексна система кіберзахисту 

ІГІСУ сектором національної кібербезпеки і 

стала фундаментальним ядром і предметом 

цього дослідження. 

4. МЕТА СТАТТІ 

Окреслені вище проблеми обумовили мету 

нашої наукової розвідки, яка передбачає визна- 

чення та розроблення комплексної системи для 

забезпечення захисту ІГІСУ сектору національ- 

ної кібербезпеки. 

5. МЕТОДОЛОГІЧНИЙ АПАРАТ  

ДОСЛІДЖЕННЯ 

Фундаментальним базисом цього дослідження 

стали структурно-функціональний і системний 

загальнонаукові підходи. 

Додатково використано нормативно-правовий 

підхід. 

6. КОРОТКИЙ ВИКЛАД  

ОСНОВНОГО МАТЕРІАЛУ  

ІГІСУ, як і будь-яка вперше запроєктована ке- 

рівна система державного значення, що містить 

ІзОД, в обов'язковому порядку, підлягає захисту. 

Система кіберберзахисту ІГІСУ сектору націо- 

нальної кібербезпеки має носити комплексний  

характер. 

Причому до складу комплексної системи 

захисту ІГІСУ сектору національної кібербезпеки 

передбачено задіяти таку кількість чітко впоряд- 

кованих, взаємопов'язаних, сучасних інструментів 

захисту, сукупність яких: 

1) є необхідною та достатньою для повноцін- 

ного захисту ІГІСУ як керівної системи, а також 

для протистояння зовнішнім НСД.  

2) дозволить забезпечити максимально високий 

рівень захисту цілісності, конфіденційності та дос- 

тупності інформації, яка оброблятиметься в ІГІСУ 

сектору національної кібербезпеки. 

Перелік таких засобів захисту визначався: 

1) специфікою та цінністю для держави даних, 

якими оперує керівна система, що підлягає захисту; 

2) відповідністю обраної системи кіберзахисту 

міжнародним критеріям і стандартам захисту по- 
дібних керівних систем для країн НАТО, зокрема, 

TCSEC ("Оранжева книга"). Це кібербезпековий 

стандарт США: 

• у ньому прописано критерії, які в обов'яз- 

ковому порядку використовує міністерство 

оборони США; 

• він установлює базові вимоги щодо контро- 

лю комп'ютерної безпеки, убудованої в комп'ю- 

терну систему; 

• його використовують для класифікації та 

оцінювання керівних систем, у яких обробляється 

закрита інформація [6]; 

3) відповідністю обраної системи кіберза- 

хисту міжнародним критеріям і стандартам 

захисту подібних керівних систем для інших 

провідних країн світу, зокрема і міжнародному 

технічному стандарту ISO/IEC 15408 "Загальні 

критерії оцінки безпеки ІТ", який ратифікувало 

більшість провідних країн [7];  

4) відповідністю обраної системи кіберзахисту 

настановам і рекомендаціям міжнародної органі- 

зації NCSS (National Cyber Security Strategies) для 

країн-партнерів НАТО, що розроблені міжнарод- 

ними експертами з питань національної кібербез- 

пеки, науковцями та європейськими радниками з 

міжнародної кібербезпеки в контексті проєкту 

Програма НАТО SPS "Наука заради миру та 

безпеки" [8, С. 51–58]. 

5) відповідністю обраної системи кіберзахисту 

Директивам NIS для країн ЄС, котрі: 

• закладають єдині правила та вимоги у сфері 
кібербезпеки для всіх країн ЄС, але залишають за 

кожною країною-членом право вжити власних 

заходів щодо імплементації норм цієї Директиви;  

• вимагають запровадити практику управлі- 

ння ризиками та зобов'язати сповіщення про 

кіберінциденти;  

• рекомендують здійснювати аналіз проблем 

у сфері національної кібербезпеки та пошук 

шляхів їхнього вирішення; 

• стверджують, що побудова ефективної 

державної політики щодо кібербезпеки можлива 

лише за наявності єдиного центру управління, за 

умови створення належної інфраструктури кі- 

бербезпеки, за умови розвитку індустрії кібер- 

безпеки (шляхом забезпечення умов для плідної 
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співпраці всіх українських і міжнародних стейк- 

холдерів, а також чіткої узгодженої програми дій 

із стейкхолдерами з метою підвищення рівня 

довіри між основними стейкхолдерами з питань 

кібербезпеки) [9]; 

6) відповідністю обраної системи кіберзахисту 

національним технічним стандартам України, які 

вимагають наявності певних кібербезпекових 

складових, злагоджене функціонування яких під- 

тримуватиме належний захист керівної системи 

від НСД [10–13]. 

Загалом, саме така сукупність обраних інстру- 

ментів і процедур для захисту ІГІСУ сектору 

національної кібербезпеки: 

1) має захищати керівну систему: 

• від витікання даних технічними каналами, 

до яких належать канали побічних електро- 

магнітних випромінювань і наведень, акусто- 

електричні й інші канали; 

• від несанкціонованих дій та несанкціо- 

нованого доступу до інформації, що можуть 

здійснюватися шляхом підключення до апара- 

тури та ліній зв'язку, маскування під зареєстро- 

ваного користувача, подолання заходів захисту з 

метою використання інформації або нав'язу- 

вання хибної інформації, застосування заклад- 

них пристроїв чи програм, використання 

комп'ютерних вірусів тощо; 

• від спеціального впливу на інформацію, 

який може здійснюватися шляхом формування 

полів і сигналів із метою порушення цілісності 

інформації або руйнування системи захисту тощо. 

2) має забезпечувати керівну систему: 

• здатністю протистояти шкідливим зовніш- 

нім впливам;  

• здатністю адаптуватися до нових неперед- 

бачуваних ситуацій, виконуючи свою цільову 

функцію за рахунок відповідної зміни структури і 

поведінки системи; 

• готовністю адаптуватися до нових неперед- 

бачуваних ситуацій (атак, ушкоджень, аварій), 

виконуючи свою цільову функцію за рахунок 

відповідної зміни поведінки системи; 

• готовністю до технічних відмов системи в 

заданих межах;  

• спроможністю швидко відновлюватися до 

штатного режиму роботи системи після збоїв;  

• спроможністю протистояти зовнішнім 

деструктивним впливам;  

• здатністю убезпечувати та захищати інфор- 

мацію від несанкціонованого посягання.  

У цьому випадку кібербезпека керівної системи: 

1) не залежить від архітектурного чи її функціо- 

нального наповнення; 

2) досягається стандартним шляхом, який є 

однаковим для всіх ІСУ, який є законодавчо вре- 

гульованим і чітко регламентованим, за рахунок 

обов'язкової наявності: 

а) додаткових загальнообов'язкових зовнішніх 

стандартних модулів для захисту державних 

інформаційних ресурсів, таких як: 

• додаткова система адміністрування кібер- 

безпеки КСЗІ, за встановлення, сертифікацію та 

функціонування якої відповідає СБУ та ДССЗЗІ 

(згідно із чинним законодавством, оскільки сектор 

національної кібербезпеки належить до державних 

структур стратегічно важливого значення); 

• додатковий зовнішній модуль адміні- 

стрування інтернет-безпеки ЗВІД (КУПОЛ) як 

додатковий зовнішній програмно-апаратний 

блок-модуль та частина зовнішньої державної 

системи кібербезпеки від інтернет-загроз; 

б) додаткових зовнішніх стандартних модулів, 

що забезпечують готовність керівної системи до 

перевантаження напруги у мережах;  

в) сформованих алгоритмів налаштувань пара- 

метрів автоматизованого регулятора  залежно від; 

• змін параметрів об'єкта управління; 

• властивостей і готовності автоматизованого 

регулятора до можливих автоматичних збурень.  

Розглянемо детальніше повний асортимент 

загальнообов'язкових ресурсів та інструментів, 

які включають п'ять рівнів кіберзахисту. 

Перша група передбачає застосування всіх 

можливих організаційних заходів кіберзахисту 

ІГІСУ сектору національної кібербезпеки та 

включає:  
1) наявність, знання та дотримання вимог 

нормативних документів, таких як: 
• система забезпечення кібербезпеки; 

• політика кібербезпеки у роботі з ІГІСУ 
сектору національної кібербезпеки; 

• принципи кібербезпеки; 
• настанови й інструктивні матеріали для 

адміністраторів і користувачів ІГІСУ сектору 
національної кібербезпеки; 

• регламенти дій на випадок настання кібер- 
інциденту; 

2) застосування організаційних процедур роз- 
межування (відповідно до законодавства щодо 

особливостей поводження з ІзОД), таких як: 
• розмежування доступу користувачів та 

адміністраторів (згідно із законодавчо передба- 
ченою ієрархією категорій і рівнів доступу); 

• розмежування допуску користувачів та 

адміністраторів (згідно із законодавчо передба- 
ченою ієрархією категорій і рівнів допуску); 

• розподіл обов'язків адміністраторів; 
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3) дотримання встановлених рівнів конфі- 
денційності: 

• довірча конфіденційність (мінімальна, ба- 
зова, повна, абсолютна); 

• адміністративна конфіденційність (згідно з 
ієрархією апарату керування сектором націо- 
нальної кібербезпеки); 

• аналіз наявності прихованих каналів (вияв- 
лення, контроль, перекриття); 

• рівні конфіденційності під час трансакцій- 
ного обміну (експорт-імпорт) інформацією, яка має 
критерії (мінімальна, базова, повна, абсолютна); 

4) належна реєстрація та повноцінне доку- 
ментування будь-яких наглядових процедур: 

• перевірки середовища функціонування на 
об'єкті автоматизації; 

• випробувань (краш-тестів тощо); 
• перевірок (планових, поточних, позапла- 

нових); 
• виявлених порушень у паперовому журналі 

та вчасної сигналізації національної кібербезпеки; 
5) забезпечення цілісності системи: 
• адміністративної цілісності (мінімальна, 

базова, повна, абсолютна); 
• довірчої цілісності (мінімальна, базова, 

повна, абсолютна); 
• функціональної цілісності шляхом забезпе- 

чення належного технічного комплектування та 
можливості повернення до початкового рівня 
захисту (повні чи обмежені);  

• цілісності інформації у разі обміну (міні- 
мальна, базова, повна); 

• цілісності з функціями диспетчера доступу; 
6) застосування процедури профілактичного 

тестування засобів захисту ІГІСУ сектору 
національної кібербезпеки: 

а) періодичне самотестування в реальних 
умовах функціонування (за потреби, при старті, у 
будь-який час); 

б) тестування: 
• на стійкість до відмов (з установленням 

обмежень); 
• профілактичне чи поточне за запитом (із 

частковою заміною компонентів або повною 
модернізацією);  

• на швидке відновлення після збоїв (ручне, 
автоматизоване, повне, часткове); 

• доступність до необхідного державного ре- 
сурсного забезпечення за потреби (пріоритетність 
таких систем на використання ресурсів); 

7) застосування процедур упереджувального 
технічного нагляду (моніторингу та контролю) 
рівня кіберзахисту керівної системи:  

• перевірка вузлів і даних;  
• перевірка достовірності каналу надходження 

поточних даних (одно- чи двонаправлений); 

• перевірка цілісності комплексу засобів 
захисту; 

• експертний нагляд за кібербезпекою та по- 
точне супроводження кіберзахисту ІГІСУ сектору 
національної кібербезпеки; 

• нагляд за дотриманням умов експлуатації;  
• нагляд за використанням паролей безпеки. 
Друга група передбачає застосування всіх 

можливих програмних засобів забезпечення кібер- 
безпеки ІГІСУ сектору національної кібербезпеки 
– це спеціальні програмні засоби, що включа- 
ються до складу програмного забезпечення комп- 
лексних систем (КС) винятково для виконання 
захисних функцій керівної системи: 

а) основні програмні засоби захисту: 
• програми ідентифікації та аутентифікації 

користувачів КС; 
• антивірусні програми;  
• програми розмежування доступу користу- 

вачів до ресурсів КС; 
• програми шифрування інформації (крипто-

ключі, шифрувально-дешифрувальні програми, 
паролі, шифро-алгоритми);  

• програми захисту інформаційних ресурсів 
(системного й прикладного програмного забезпе- 
чення, баз даних, комп'ютерних засобів навчання 
тощо) від несанкціонованої зміни, використання й 
копіювання. 

б) допоміжні програмні засоби захисту: 
• програми знищення залишкової інформації 

(у блоках оперативної пам'яті, тимчасових файлах 
тощо); 

• програми аудиту з реєстрацією в журналі 
факту подій; 

• програми тестового контролю рівня захи- 
щеності КС тощо. 

Третя група передбачає застосування всіх 
можливих апаратно-технічних засобів забезпе- 
чення захисту керівної системи – це електронні й 
електронно-механічні апаратно-технічні пристрої, 
що включаються до складу технічних засобів КС 
та виконують (самостійно або в єдиному комп- 
лексі із іншими програмними засобами) деякі 
функції забезпечення інформаційної безпеки: 

а) основні апаратні засоби: 
• ключі доступу, системи сигналізації, засоби 

блокування; 
• пристрої для ідентифікації користувача (маг- 

нітні та пластикові карти, відбитки пальців тощо); 
• пристрої для шифрування інформації; 
• пристрої для перешкоджання несанкціо- 

нованому включенню робочих станцій і серверів 
(електронні замки і блокатори); 

б) допоміжні апаратні засоби: 
• пристрої виявлення та знищення інформації 

на магнітних носіях; 
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• пристрої сигналізації про спроби несанкціо- 

нованих дій користувачів КС; 

в) допоміжне апаратно-технічне обладна- 

ння, на зразок, апаратно-технічного ком- 

плексу КУПОЛ (ЗВІД), яке застосовується 

для захисту: 
• комп'ютерної системи від несанкціоно- 

ваних Інтернет втручань;  

• зовнішніх мережевих каналів передачі 

інформації. 

Четверта група передбачає застосування 

усіх можливих додаткових засобів забезпечення 

кіберзахисту ІГІСУ сектору національної кібер- 

безпеки та включає: 

а) застосування інженерно-технічних засобів 

зовнішнього поточного відеоконтролю (відео- 

нагляду, відеоспостереження) таких як: 

• інженерно-технічний відеозахист зовніш- 

нього периметру території на якій знаходиться 

об'єкт автоматизації ІГІСУ; 

• інженерно-технічний відеозахист зовніш- 

нього інфраструктури об'єкта автоматизації ІГІСУ;  

• інженерно-технічний відеозахист внутріш- 

ньо-будинкової інфраструктури об'єкта автома- 

тизації ІГІСУ; 

• інженерно-технічний захист (зсередини) 

конкретного приміщення об'єкту автоматизації, 

де знаходиться сама ІГІСУ сектору національної 

кібербезпеки;  

б) застосування інженерно-технічних пристроїв: 

• технічного обладнання;  

• пристроїв зовнішнього екранування;  

• захисних конструкцій (споруд). 

П'ята група передбачає застосування всіх 

можливих додаткових засобів, таких як фізична 

охорона підрозділами безпеки середовища функ- 

ціонування ІГІСУ сектору національної кібер- 

безпеки: 

• фізична охорона (по периметру) зовнішньої 

прибудинкової території навколо об'єкта автома- 

тизації ІГІСУ; 

• фізична охорона входів-виходів та внутріш- 

ньобудинкової інфраструктури, обладнання, сис- 

тем об'єкта автоматизації ІГІСУ. 

7. ОТРИМАНИЙ НАУКОВИЙ  

РЕЗУЛЬТАТ І ЙОГО  

ПРИКЛАДНА ЦІННІСТЬ 

Результатом дослідження стало представлення 

ключових аспектів і специфічних особливостей 

комплексної системи: 

• яка спеціально створена для забезпечення 

кіберзахисту ІГІСУ сектору національної кібер- 

безпеки; 

• яка виступає фундаментальним ядром і 
предметом цього дослідження; 

• структурні складові та прикладна цінність 
якої глибоко пояснюються у межах цього 
дослідження. 

8. ВИСНОВКИ 

Із усього вище зазначеного випливає логічний 
висновок стосовно того, що, найбільшої уваги  
з-поміж інших заслуговує: 

• не лише розроблення сучасної автомати- 
зованої ІГІСУ сектору національної кібербезпеки; 

• але й система її кіберзахисту, яка забезпе- 
чить безперебійну роботу зазначеної керівної 
системи в умовах сучасних потенційних ризиків і 
зовнішніх кіберзагроз.  

9. ПЕРСПЕКТИВИ  

ПОДАЛЬШИХ ДОСЛІДЖЕНЬ 

Подальші дослідження доцільно присвятити пи- 
танням розроблення, упровадження, а також проце- 
дурі ліцензування описаної вище системи кібер- 
захисту ІГІСУ сектору національної кібербезпеки. 
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of Ukraine of the national cyber security sector 

 
This The article is devoted to the disclosure and elucidation of the envisaged composition, structure of measures and 

tools that will be part of a comprehensive system of protection of industry-integrated MIS in the national cybersecurity 

sector. The article also describes the specifics and strategic value of the involved resources, which will be operated by 

the established system of cybersecurity. It is noted that the industry-integrated cyber defense MIS envisages the use of a 

set of interconnected means and measures, the implementation of which is necessary and sufficient for the full protection 

of industry-integrated MIS to counter external unauthorized access, etc. Emphasis is placed on the compliance of the 

envisaged cybersecurity system with international criteria and standards of protection of such control systems for NATO 

countries, in particular, the US Department of Defense cybersecurity standard (TCSEC also known as "Orange Book"); 

with international criteria and standards for the protection of similar control systems for other leading countries, in 

particular, the international technical standard ISO/IEC 15408 "General criteria for assessing IT security", which has 

been ratified by most leading countries; with guidelines and recommendations of the International Organization NCSS 

(National Cyber Security Strategies) for NATO Partner countries, as set out in the National Cyber Security Strategy and 

developed by international national cybersecurity experts, scholars and European international cybersecurity advisers 

in the context of NATO's "Science for Peace and Security (SPS) Programme"; with national technical standards of 

Ukraine. The article also presents in detail the full range of mandatory resources and tools for the cybersecurity of 

designed industry-integrated MIS in the national cybersecurity sector, which include five levels of cybersecurity 

(organization, software, hardware, engineering, additional physical level). 
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МЕТОД ПІДВИЩЕННЯ ЕФЕКТИВНОСТІ  
КЕРУВАННЯ ЕНЕРГЕТИЧНИМ ПОТЕНЦІАЛОМ  
ЗАХИЩЕНИХ РАДІОЛІНІЙ ТЕРАГЕРЦОВОГО  

ДІАПАЗОНУ З ВИКОРИСТАННЯМ  
ШТУЧНОГО ІНТЕЛЕКТУ 

 

 
Зростання великих обсягів інформаційних потоків спонукає до розроблення передавально-приймальних систем 

у діапазоні вкрай високих частот, для забезпечення ефективного керування радіолініями IR-UWB-сигналів 

терагерцового діапазону на базі алгоритмів машинного навчання та нейронних мереж з урахуванням 
енергозбереження. Для цього у статті запропоновано алгоритм стеження за багатопроменевим сигналом 

системи прийому сигналів від просторово рознесених малопотужних передавачів, особливістю яких є уточнення у 

процесі стеження часових позицій компонентів та їхньої кількості. Особливістю розробленого алгоритму є 
застосування вейвлет-оброблення для отримання вхідного образу нейромережі. Запропоновано структурно-

функціональну модель побудови приймальної системи IR-UWB-сигналів у діапазоні вкрай високих частот з 

елементами інтелектуального керування, яка базується на відокремленні площин керування та фізичної 
інфраструктури для автоматичного й оперативного керування процесом спільного використання ресурсів 

фізичної інфраструктури і методів штучного інтелекту. На відміну від існуючих моделей приймальних систем  
IR-UWB-сигналів терагерцових діапазонів, вона забезпечує протокольно й інфраструктурно збір даних для 

інтелектуальних алгоритмів. Представлена фізична інфраструктура має модуль навчання й оптимізації, який 

передбачає використання наявної імітаційної моделі радіолінії терагерцового діапазону від 0,11 до 0,17 терагерц 
для тестування інтелектуальних алгоритмів керування енергетичним потенціалом радіоліній IR-UWB-сигналів. 

Розроблений алгоритм збору даних передбачає відслідковувати стан блоків приймального комплексу для 

раціонального збору даних із використанням зміни значень як метрик евклідових відстаней, так і метрик 
функціональних технічних параметрів, відносно кількості кластерів. 

 

 
Ключові слова: захист інформації; система безпеки; теорія ігор; оптимальна стратегія; система порушника; 

прийняття рішення. 
 

 

1. ВСТУП 

Розвиток мереж п'ятого покоління (5G) і подаль- 

ше збільшення щільності малих стільників і точок 

доступу веде до необхідності приділення суттєвої 

уваги каналу радіозв'язку між точкою доступу і ме- 

режею інтернет. Досить часто використання дрото- 

вого з'єднання для організації подібного каналу 

зв'язку недоцільне з багатьох економічних причин.  
У цих умовах бездротове з'єднання, що працює 

в терагерцовому (ТГц) діапазоні частот є приваб- 
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ливим ресурсом для побудови високошвидкісних 
бездротових мереж зв'язку. Причому національ- 
ними регуляторами багатьох країн визначено 
терагерцові діапазони частот і встановлено 
обмеження на спектральну потужність випромі- 
нювання надширокосмугових (НШС) сигналів 
для їхнього неліцензованого використання.  

У силу обмежень на спектральну щільність 
дальність випромінювання НШС-пристроїв 
зв'язку становить 10–50 м, тому основні області 
застосування НШС зв'язку – це бездротові мережі 
та бездротові сенсорні мережі зв'язку малого 
радіуса дії (локальні й персональні мережі).  

Для розширення сфери застосування техно- 
логії НШС терагерцового діапазону, необхідно 
збільшити дальність дії приймально-передаваль- 
них пристроїв у режимі "точка–точка". 

2. ПОСТАНОВКА ПРОБЛЕМИ 

Неухильне зростання різноманітності й обся- 
гів інформаційних потоків у телекомунікаційних 
радіомережах спонукають до розв'язання науково-
практичного завдання – розроблення інфраструк- 
тури передавально-приймальних систем у діапа- 
зоні вкрай високих частот для забезпечення 
ефективного керування радіолініями IR-UWB-
сигналів ТГц-діапазону на базі алгоритмів 
машинного навчання і нейронних мереж з 
урахуванням параметра енергозбереження. 

Для розв'язування поставленої задачі пред- 
ставляє інтерес комбіноване застосування: 

• методів прийому багатопроменевого сигналу; 
• принципів побудови алгоритмів форму- 

вання й оброблення сигналів у багатопозиційних 
системах зв'язку; 

• методів штучного інтелекту та машинного 
навчання.  

Розроблення інноваційних методів підвище- 
ння ефективності керування використанням енер- 
гетичного потенціалу радіоліній терагерцового 
діапазону для підвищення завадостійкості й 
дальності дії низькоорбітальної системи зв'язку є 
новим науковим напрямом [1, 2].  

Сучасні підходи до розв'язання подібних 
науково-технічних задач не дозволяють отримати 
очікувані результати. З урахуванням  висвітленої 
проблеми метою цієї статті є розроблення методу 
підвищення ефективності керування та викорис- 
тання енергетичного потенціалу радіоліній на 
основі просторово рознесених пристроїв [3], в 
яких застосовують терагерцовий діапазон частот 
із метою забезпечення підвищення завадос- 
тійкості та дальності дії каналів зв'язку систем 
зв'язку на основі висотних аероплатформ. 

Відомий спосіб прийому багатопроменевого 
сигналу [4], який полягає в тому, що у ході 

прийому періодично визначають числові й часові 
затримки компонентів багатопроменевого сигна- 
лу, для чого визначають часову область багато- 
променевості, проводять пошук сигналу в області 
багатопроменевості і визначають оцінку пошуку 
числа і часових затримок компонентів багатопро- 
меневого сигналу. Після цього формують онов- 
лені числа і часові затримки компонентів багато- 
променевого сигналу, знаходять часові затримки 
компонентів багатопроменевого сигналу поточ- 
ного періоду, постійно уточнюючи оновлені 
часові затримки компонентів багатопроменевого 
сигналу. У результаті цього, з використанням 
указаних  часових затримок, формують відповідні 
рішення про інформаційні символи. 

Проте недоліком такого способу є те, що вибір 

порога h, який використовується для виявлення 
кластерів променів, ґрунтується на первинній 
оцінці імпульсної характеристики каналу. Оцінки 
отримують з аналізу прийнятого тестового сиг- 
налу і тому, практично у всіх способах з'являється 
серйозна інженерна проблема вибору порога 
прийняття рішення, яка або не вказується, або їй 
приділяється недостатньо уваги.  

У [4] як поріг h обирається поріг, пропор- 
ційний потужності шуму. Таким чином, ці спо- 
соби є малоефективними, тому що знижують 

інформаційну швидкість, і до того ж частково не 
доведені до конструктивних інженерних алго- 
ритмів. Тому потрібно знайти ефективніше 
розв'язання цього завдання. 

Крім того, реалізація вказаного способу не 
враховує факт спотворення часової форми 
імпульсів приймальної системи IR-UWB-сигналів 
ТГц-діапазонів [5, 6]. Хоча результати дослі- 
дження з передачі UWB-сигналу пікосекундної 
тривалості через ідеалізовану модель радіоканалу 
терагерцового каналу 0,11–0,14 ТГц показують, 
що основним видом спотворення часової форми 

імпульсу є його розширення від початкової три- 
валості 140 пс до 250 пс, яка обумовлена в першу 
чергу обмеженням смуги пропускання у фільтрах 
нижньої частоти та смуг пропускних фільтрів 
передавального та приймального трактів [7]. 

Зауважимо, що розширення імпульсів призво- 
дить до зменшеня їхньої амплітуди, а це знижує 
ефективність селекції імпульсів на тлі шумів і 
завад. Це обумовлено тим, що у разі неперіодичної 
послідовності імпульсів середня шпаруватість Q ̅, 
як відношення тривалості сигналу Tc до сумарного 

часу тривалості імпульсів у сигналі, буде така: 

𝑄 ̅ =
Tc

τ𝑛
= 

1

𝑉𝜏𝑛
,                         (1) 

де V – швидкість передачі; n – кількість імпульсів 
у сигналі; τ – тривалість імпульсу.  
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І відповідно середня шпаруватість сигналу по- 
винна бути якомога більше 1. В іншому випадку 
кожен із сигналів буде представляти собою 
щільний потік імпульсів, що унеможливить кодове 
розділення сигналів у мережі, де одночасно пра- 
цює безліч терміналів. 

Середня шпаруватість сигналів, по суті, визна- 

чає можливість забезпечення їхньої ортогональ- 

ності, тобто можливість поділу сигналів.  

Зауважимо також, що значення середньої шпа- 

руватості Q ̅ визначає середню потужність сигна- 

лу P ̅, що передається, якщо відома пікова 

потужність імпульсів Pi за такою формулою:  

𝑃̅ =
𝑃𝑖
𝑄̅⁄

 .                           (2) 

Тому єдиним шляхом підвищення потужності 

сигналу при обмеженнях на тривалість і кількість 

імпульсів є підвищення амплітуди (пікової 

потужності) переданих імпульсів. 

Автори в роботі [4] не запропонували ме- 

ханізм моніторингу й керування тривалістю 

UWB-сигналу та відповідно модель ефективного 

керування використанням енергетичного потен- 

ціалу радіоліній. 

3. ВИКЛАД  

ОСНОВНОГО МАТЕРІАЛУ 

3.1. Загальна архітектура інноваційного рішення 

Авторами пропонується (рис. 1) використання 

інтелектуальних алгоритмів на базі тренованих 

моделей штучного інтелекту, які використовува- 

тимуться на фізичному рівні запропонованої 

архітектури приймальної системи IR-UWB-сигна- 

лів ТГц-діапазонів із використанням алгоритмів 

на базі штучного інтелекту, а також на рівні 

площини керування комплексом.  

Роботу цих алгоритмів зосереджено на керу- 

ванні використанням енергетики радіоліній з  

IR-UWB-сигналів і, як результат, оптимізації  

використання ресурсів їхнього енергетичного 

потенціалу.  

Наприклад, використання алгоритмів на базі 

нейронних мереж для реалізації вейвлет-перетво- 

рення дозволяє уникнути великої кількості обчис- 

лень і набагато прискорити пошук коефіцієнтів 

вейвлет-розкладання для ефективнішого викорис- 

тання спектральних ресурсів каналу зв'язку.  

Інтелектуальні алгоритми керування на  

SDN-контролері можуть здійснювати оптимізацію 

на рівні цілого комплексу. Проте для таких 

алгоритмів, які працюють на рівнях фізичному й 

керування, повинні мати відповідну інфраструк- 

туру для збору даних, тренування, тестування й 

оновлення відповідних тренованих моделей.  

 

Рис. 1. Структурна схема  

запропонованої архітектури приймальної системи  

ТГц-діапазону з використанням алгоритмів  

на базі штучного інтелекту:  
1. Блок ВО – вейвлет-оброблення; 

2. Блок АФ – блок адаптивної фільтрації; 

3. ХЗНМ – хмара зберігання нейронних мереж; 

4. ХЗСП FE – хмара зберігання статистичних параметрів FE; 

5. БОКБС – блок оновлення компонент багатопроме- 

невого сигналу; 

6. ML алгоритми H та T – ML навчання та тренування; 

7. ML алгоритми M та O – ML моніторингу й оптимізації 

 

На рис. 2 показано інфраструктуру нейронної 

мережі розробленого інноваційного рішення. Її 

складовими є такі модулі: 1 – роботи алгоритмів 

ML на SDN-контролері; 2 – тренування нейронної 

мережі; 3 – навчання й оптимізації нейронної 

мережі; 4 – канали зв'язку для оновлення нейро- 

нної мережі та відповідного програмного забез- 

печення; 5 – модуль роботи алгоритмів із вико- 

ристанням нейронної мережі на блоках іннова- 

ційного рішення.  

Підтримка такої інфраструктури повинна вар- 

тувати менше, ніж переваги, які вона має  надати. 

У багатьох роботах представлено використання 

поодиноких алгоритмів на базі нейронних мереж, 

які здійснюють оптимізацію конкретного процесу 

чи частини пристрою [8]. 

 

 

Рис. 2. Інфраструктура нейронної мережі  

розробленого інноваційного рішення 

 

Проте в них не показано, яким чином відбува- 

ється збір даних, тренування нейронних мереж, а 

також оновлення відповідного програмного 

забезпечення. Тобто не представлено, яким чином 

повинна працювати повна інфраструктура із зво- 

ротним зв'язком для алгоритмів, які здійснюють 

Блок 
керування 
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оптимізацію роботи приймального комплексу  

IR-UWB-сигналів ТГц-діапазону з використа- 

нням нейронних мереж. 

3.2. Модель попереднього оброблення сигналу із 

застосуванням вейвлет-оброблення 

Існуючі методи [8], які використовують філь- 
трацію сигналів за допомогою вейвлет-перетворе- 

ння в нейромережних системах класифікації 
образів, не можуть бути безпосередньо застосо- 

вані до моделей та алгоритмів ефективного 
керування використанням енергетичного потен- 

ціалу радіоліній. Тому важливим напрямом по- 
дальших досліджень є адаптація відомих нині 

методів штучного інтелекту до особливостей мо- 
ніторингу й оптимізації функціонування багато- 

позиційних систем на основі малопотужних 
приймально-передавальних пристроїв для побу- 

дови міжсупутникових каналів зв'язку терагер- 
цового діапазону низькоорбітальних супутникових 

систем з архітектурою розподіленого супутника. 
У складі блоку пошук (див. рис. 1) є пристрій, 

який визначає значення вирішальної функції для 

заданих дискретних часових затримок області ба- 
гатопроменевості, порівнює значення сформованої 

вирішальної функції із заданим порогом h і формує 
оцінки пошуку часових затримок компонентів ба- 

гатопроменевого сигналу з перевищення порога h.  
Як відомо, у ході прийому широкосмугових 

багатопроменевих сигналів виконується також 
процедура пошуку, яка, як правило, являє собою 

сканування області невизначеності з виявленням 
сигналу в кожній її точці.  

Недоліком відомих підходів оброблення бага- 
топроменевих сигналів на основі застосування 

процедури пошуку є те, що під час проведення 
цієї процедури пошуку сигналів променів не вра- 

ховується вплив компонентів багатопроменевого 
сигналу один на одного. Унаслідок цього зростає 

ймовірність помилкового виявлення сигналів 

променів. Крім того, не здійснюється оптимізація 
числових сигналів променів, які використовують 

для отримання м'яких рішень про інформаційні 
символи, що призводить до завищених вимог до 

апаратурної реалізації без збільшення якості виді- 
леної інформації.  

Із цього погляду, доцільним є введення проце- 
дури відстеження й ідентифікація зміни властивос- 

тей нестаціонарних процесів в алгоритмі пошуку 
сигналів, а також адаптація до зміни рівня шуму.  

Блок-схема роботи системи попереднього оброб- 
лення сигналу із застосуванням вейвлет-обробле- 

ння для отримання вхідного образу нейромережі 
запропонованого підходу зображена на рис. 3. 

Особливістю запропонованого підходу є те, що 

з метою адаптації цифрового оброблення сигналу 

до змінного в часі шуму, при розв'язанні задачі 

розпізнавання наявності або відсутності сигналу 

на заданому інтервалі, запропоновано спосіб на 

основі вейвлет-перетворення і нейронної мережі. 

 

 

Рис. 3. Блок-схема роботи запропонованої  

системи попереднього оброблення  

багатопроменевого сигналу: 
1.  Багатопроменевий сигнал;  

2.  Блок вейвлет-перетворення;  

3.  Нейронна мережа;  

4.  Результат попереднього оброблення сигналу; 

5.  Надлишкова інформація 

 
Вейвлет-перетворення дозволяє більш точно 

локалізувати частотні властивості сигналу в часі та 

не призводить до збільшення обсягу даних у 

процесі переходу від часового подання сигналу до 

його подання у вейвлет-області. Причому най- 

краще частотне розділення забезпечує фільтр із 

найбільшою крутизною амплітуди частотних хвиль 

(АЧХ). Така риса властива вейвлетам Добеши.  

Зі збільшенням порядку фільтра Добеши його 

АЧХ прагне до ідеальної. Але необхідно врахо- 

вувати те, що застосування фільтра з довгою 

імпульсною характеристикою призводить до 

вельми помітного спотворення. З урахуванням 

цього найдоцільнішим є використання фільтра 

Добеші 4, кофлета 2 і сіммлета. Біортогональні 

вейвлети Добеши дозволяють також зменшити 

обсяг обчислень під час розкладання за рахунок 

використання коротких фільтрів [9, 10].  

Запропонований алгоритм поділу інтервалів 

наявності або відсутності сигналу побудовано з 

урахуванням особливостей розповсюдження ба- 

гатопроменевого сигналу, які описуються персеп- 

туальною моделлю. Модель розділяє спектр 

багатопроменевого сигналу на частотні смуги, на 

так звані критичні інтервали.  

У розробленому алгоритмі використано вейвлет 

– перетворення багатопроменевого сигналу по 

біортогональному базису Добеши, а для прийняття 

рішення про типи інтервалу (сегмента) сигналу – 

нейронну мережу на багатошаровому персептроні.  

Порівняно з традиційними спектральними ме- 

тодами вейвлет-перетворення дає більш точну 

локалізацію сигналу за часом і за частотою (у суб- 

смугах розкладання), має швидкий алгоритм 
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реалізації. Біортогональний базис зберігає фазові 

співвідношення частотних компонентів сигналу 

після його відновлення зворотним вейвлет-пере- 

творенням. Подальше поліпшення запропоно- 

ваного способу досягнуто зменшенням розмір- 

ності вхідного вектора персептрона, яке дозво- 

лило зменшити число навчальної вибірки і при- 

скорити процес навчання. Зниження розмірності 

вхідних векторів у ході навчання нейронної мере- 

жі засновано на алгоритмі головних компонентів.  
Результати дослідження залежності ймовір- 

ності помилки розпізнавання від розмірності век- 
тора ознак після виконання перетворення мето- 
дом головних компонентів показано на рис. 4.  

 

 

Рис. 4. Залежності для сумарної імовірності  

помилки і СКП перетворення від розмірності  

вектора ознак після виконання перетворення  

алгоритмом головних компонентів 

 
Представлені результати показують, що залеж- 

ності для сумарної імовірності помилки розпізна- 
вання (крива зверху) і середньоквадратичної 
помилки (СКП) перетворення мають практично 
монотонно спадний характер, причому виділення 
головних компонентів і зниження на цій основі 
розмірності простору ознак дає суттєвіший ефект у 
разі збільшення ступеня кореляції вихідних ознак.  

Для навчання багатошарового персептрона 
використано алгоритм Левенберга – Марквардта 
(Levenberg – Marquardt Algorithm, LMA), який є 
найпоширенішим алгоритмом для мінімізації 
квадратичних відхилень. Його перевагами, порів- 
няно з методом градієнтного спуску, є велика 
швидкість обчислення.  

3.3. Система моніторингу й оптимізації роботи 

запропонованого рішення 

У розробленій архітектурі запропоновано 
застосовувати модуль навчання та тестування, 
який дозволяє підлагоджувати інтелектуальні алго- 
ритми керування, а саме процеси підготовки, 

тестування й оцінювання перед їхнім розгор- 
танням у інноваційному рішенні.  

Для навчання або тестування таких алгоритмів 

можна використовувати змодельовані дані або 

дані з реальної приймальної системи IR-UWB 

сигналів ТГц-діапазонів. Указаний підхід дозво- 

ляє якісніше підготуватись до запуску таких 

алгоритмів на реальних мережах і зменшити 

відповідні ризики (див. рис. 1).  

4. РЕЗУЛЬТАТИ 

Для оцінювання таких алгоритмів слід увести 

певні функціональні метрики розробленої систе- 

ми, на базі яких будуть здійснювати оцінку 
даних алгоритмів. Модуль навчання та тестува- 

ння включає імітаційну модель бездротової 

телекомунікаційної системи терагерцового діа- 

пазону на основі використання IR-UWB бага- 

топроменевих сигналів пікосекундної тривалості 

з відповідними складовими для максимального 

наближення до роботи реального розробленого 

приймального пристрою.  

Як середовище імітаційного моделювання 

обрано програмний NI Multisim 13.0 [11]. Це 

пов'язано з тим, що у САПР Microwave Office 

відсутня можливість підключення до приймаль- 

ного тракту ТГц-діапазону активної моделі 

приймача IR-UWB-сигналів, що зібрана з окремих 

елементів.  

Особливістю моделювання приймача IR-UWB-

сигналів є те, що у першу чергу необхідно зібрати 

імітаційну модель, що відповідає передавальній 

частині, в якій саме й відбувається формування  

IR-UWB-сигналу.  

Ідеалізовану імітаційну модель радіолінії  

ТГц-діапазону будуватимемо на базі параметрів і  

структурної схеми діючого макета приймача- 

передавача ТГц-діапазону [7]. 

Метрики розробленої системи оцінювання ро- 

боти нейронної мережі повинні мати звичні функ- 

ціональні параметри цього рішення: співвідноше- 

ння сигнал/шум, тривалість імпульсу UWB-сиг- 

налу, ефективність використання спектральних 

ресурсів каналів зв'язку тощо.  

Якщо перетренована модель для певного 

алгоритму призвела до погіршення функціо- 

нальних параметрів, то дана модель повинна 

бути повернена або має бути видалена з модуля 

зберігання даних.  

Щоб інтелектуальні алгоритми керування 

видавали правильний результат, необхідно зібра- 

ти достатній набір даних, під яким розуміють 

оптимальну кількість даних, при якій тренування 

моделей вважається завершеним і не спосте- 
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рігається так званий процес оверфітингу. Для 

збору функціональних даних використовують 

SDN-контролер, який безпосередньо здійснює 

процес збору відповідних даних із блоків прийма- 

льної системи IR-UWB-сигналів ТГц-діапазону. 

Кожен блок приймальної системи є як джерелом 

інформації для ML-алгоритмів, так може бути і 

метою їхнього застосування. Основне оброблення 

даних перед тренуванням нейронних мереж здійс- 

нюється на SDN-контролері. Усі зібрані функціо- 

нальні параметри, які необхідні для тренування 

нейронних мереж, зберігаються у хмарі FE. 

Доступ до цих параметрів мають лише інте- 

лектуальні алгоритми на SDN-контролері.  

Якщо відбулася зміна стану приймальної 

системи IR-UWB-сигналів у діапазоні на вкрай 

високих частотах, яка вимагає перетренування 

відповідних моделей, то відповідні алгоритми 

здійснюють необхідну процедуру перетренува- 

ння їх на базі нових параметрів FE. Після цього 

відбувається заміна відповідних натренованих 

моделей у хмарі. Коли з'явилась нова версія 

моделі для відповідного блоку, блок завантажує 

відповідну оновлену версію моделі. 

У роботі використано кластерний підхід визна- 

чення станів приймальної системи IR-UWB-сигна- 

лів у діапазоні вкрай високих частот із навчанням 

без нагляду з використанням ML-алгоритмів  

k-means (k – середніх) та c-means (c – середніх) для 

розробленого алгоритму збору даних [12, 13]. Цей 

підхід дозволяє визначити на базі певного проміж- 

ку часу необхідні стани запропонованого пристрою 

або появу нових станів. Крім того, такий підхід 

дозволяє враховувати більшу кількість функціо- 

нальних технічних параметрів із мінімальною 

зміною програмного забезпечення. Важливою 

складовою інтелектуальних алгоритмів керування 

є збір безпосередньо даних для навчання.  

Однією з особливостей використання даних 

алгоритмів у телекомунікаційних радіомережах 

ТГц-діапазону є змінність станів у комплексі, а 

також поява нових і зникнення поточних станів, 

що вимагає додаткового збору даних і перетре- 

нування нейронних мереж.  

У роботах [8, 9] представлено використання 

алгоритмів на базі нейронних мереж для реалізації 

вейвлет-перетворення у приймальних системах. 

Але в цих роботах не показано, яким чином 

здійснюється збір певних функціональних техніч- 

них даних. Тому розроблення алгоритму раціональ- 

ного збору даних для нейронних мереж із відповід- 

них блоків приймальної системи є досі актуальним. 

Розроблений алгоритм збору даних передбачає 

відстежування стану блоків приймального ком- 

плексу для раціонального збору даних фактично з 

використанням зміни значень як метрик евклі- 

дових відстаней, так і метрик функціональних 

технічних параметрів, відносно кількості клас- 

терів. Новизна цього підходу полягає у відмін- 

ності від класичної реалізації у тому, що введено 

метрики співвідношення сигнал/шум і тривалість 

імпульсу UWB-сигналу, замість метрики евклі- 

дової відстані, що дає змогу враховувати просто- 

рові характеристики поширення сигналу у про- 

цесі самооптимізації розробленої приймальної 

структури та відповідно підвищити її технічну 

ефективність. 

 

 
 

Рис. 5. Блок-схема алгоритму відстежування  

стану приймального комплексу для збору  

і перетренування відповідних нейронних мереж 

 

5. ВИСНОВКИ 

1. Розроблено алгоритм стеження за багатопро- 
меневим сигналом системи прийому сигналів від 
просторово рознесених малопотужних передава- 
чів, особливістю якого є уточнення у процесі 
стеження не тільки часових позицій компонентів, 
але також і їхнього числа. Відмінною особливістю 
розробленого алгоритму є те, що він побудований 
із застосуванням вейвлет-оброблення для отрима- 
ння вхідного образу нейромережі. 

2. Запропоновано структурно-функціональну 
модель побудови приймальної системи IR-UWB-
сигналів ТГц-діапазонів з елементами інтелекту- 
ального керування приймальним комплексом на 
фізичному рівні та керування комплексом. На 
відміну від існуючих інфраструктур приймальної 
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системи IR-UWB-сигналів ТГц-діапазонів, ці 
радіомережі не здатні забезпечити протокольно й 
інфраструктурно збір необхідних даних для 
інтелектуальних алгоритмів. Запропонована 
інфраструктура має модуль навчання й оптиміза- 
ції, який передбачає використання існуючої 
імітаційної моделі радіолінії ТГц-діапазону від 
0,11 до 0,17 ТГц для тестування інтелектуальних 
алгоритмів керування енергетичним потенціалом 
радіоліній IR-UWB-сигналів ТГц-діапазону. 

3. Подальше наукове дослідження направлено 
на проведення моделювання й дослідження 
ефективності запропонованих рішень на основі 
розробленої імітаційної моделі керування енер- 
гетичним потенціалом радіоліній IR-UWB-сигна- 
лів ТГц-діапазону, а також розроблення вебзасто- 
сунку, який відображатиме реальний стан розроб- 
леного приймального пристрою і дозволить 
змінювати необхідні функціональні параметри 
для одержання необхідних результатів. 
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The method of increasing the efficiency of management  

of the energy potential of protected radio lines  
in the terahertz range using artificial intelligence  

 
The growth of large volumes of information flows encourages the development of transmission and reception 

systems in the very high frequency range to ensure effective control of IR-UWB radio links of terahertz signals based 
on machine learning algorithms and neural networks, taking into account energy saving. For this purpose, the article 
proposes an algorithm for tracking a multipath signal of a system for receiving signals from spatially separated low-
power transmitters, a feature of which is the refinement in the process of tracking the time positions of the components 
and their number. A feature of the developed algorithm is the use of the wavelet transform to obtain the input image 
of the neural network. A structural and functional model for constructing a receiving system for IR-UWB signals in 
the very high frequency range with intelligent control elements is proposed, which is based on separate control planes 
and physical infrastructure for automatic and operational control of the process of sharing physical infrastructure 
resources and artificial intelligence methods. Unlike existing models of IR-UWB receiving systems for terahertz 
signals, it provides protocol and infrastructure data collection for intelligent algorithms. The presented physical 
infrastructure has a training and optimization module that involves the use of an existing simulation model of a radio 
link in the terahertz range from 0.11 to 0.17 terahertz to test intelligent algorithms for controlling the energy potential 
of IR-UWB radio links. The developed data collection algorithm involves monitoring the state of the blocks of the 
receiving complex for rational data collection using the change in the values of both the Euclidean distance metrics 
and the metrics of functional technical parameters in relation to the number of clusters.  

 
Keywords: information protection; security system; game theory; optimal strategy; system of the violator; making a 

decision. 
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МЕТОД ВИЗНАЧЕННЯ ФОРМАНТНИХ ЧАСТОТ  
ІЗ ВИКОРИСТАННЯМ СПЕКТРАЛЬНОГО  

РОЗКЛАДАННЯ МОВНОГО СИГНАЛУ 
 

 
Форманти є одним з основних компонентів систем ідентифікації мовця, а точність визначення формант – 

це основа ефективності систем ідентифікації мовця. Поліпшення існуючих систем розпізнавання мови 

дозволить істотно спростити взаємодію людини з комп'ютером у тому випадку, коли використання класичних 

інтерфейсів неможливо, а також зробити подібну роботу комфортнішою та ефективною. 

Необхідність досліджень із цієї тематики пояснюється незадовільними результатами наявних систем при 

низькому співвідношенні сигнал/шум, залежністю результату від людини, а також невисокою швидкістю 

роботи подібного виду систем. 

Для порівняння із запропонованим методом використовували такі чотири основні формант-трекери: 

PRAAT, SNACK, ASSP та DEEP. Існує багато досліджень, що стосуються порівняння формант-трекерів, однак 

серед них не можна виокремити такий, що має найкращу ефективність. 

Виокремлення формант супроводжує цілий ряд проблем, пов'язаних з їхньою динамічної зміною у процесі 

мовлення. Складність також викликають проблеми, пов'язані з близьким розташуванням піків під час аналізу 

спектрограм і проблеми правильного визначення піків максимумів формант на спектрограмі. Розташування 

формант на спектрограмах мовного сигналу достатньо легко визначає людина, але автоматизація цього 

процесу викликає деякі труднощі. 

Виокремлення формантних частот запропоновано виконувати у декілька етапів. Результатом проведеного 

огляду підходів до визначення формантних частот став алгоритм, що складається з дев'ятьох таких етапів. 

Сегментація мовного сигналу на вокалізовані фрагменти та паузи виконується методом оцінювання змін 

фрактальної розмірності. Отримання спектра мовного сигналу виконувалось із використанням комплексного 

вейвлету Морле на основі віконної функції Гаусса. Для дослідження розглядалися формант-трекери PRAAT, 

SNACK, ASSP і DEEP. Налаштування кожного з них здійснювали на основі набору параметрів за замовчуванням, 

що закладено розробниками цих трекерів. Набір налаштувань для кожного з трекерів використовували для 

порівняння. У дослідженні трекери самостійно виконували сегментацію на вокалізовані фрагменти і паузи, 

застосовуючи датасет VTR-TIMIT. Проведений порівняльний аналіз показав достатньо високу точність 

визначення формантних частот порівняно з існуючими формант-трекерами. 

 

 
Ключові слова: мовний сигнал (МС); формантні частоти; спектральна декомпозиція; обчислювальний алгоритм; 

вейвлет-аналіз. 
 

 

1. ВСТУП 

У сучасному світі все більше значення при- 

діляють інтерфейсам, які використовують мовне 

введення і виведення для взаємодії між корис- 

тувачем і комп'ютером. Тому розробник систем 

мовної інформації має надавати увагу все більшій  

кількості налаштувань і параметрів у підсистемах, 

що реалізують акустичний інтерфейс. 

Задача розпізнавання мови (у багатьох своїх 

проявах: від сегментації промови до верифікації 

та ідентифікації особи) нині є вкрай актуальною. 

Свідченням цього є зростаюча кількість публі- 

кацій і конференцій із цієї тематики [1], а також 

відкриття в транснаціональних корпораціях 

департаментів, що орієнтовані на дослідження в 

мовній інформації. 

© Зибін С., Бєлозьорова Я., 2023 
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Поліпшення існуючих систем розпізнавання 

мови дозволить істотно спростити взаємодію 
людини з комп'ютером у тому випадку, коли 

використання класичних інтерфейсів неможливо 
(наприклад, під час керування автомобілем або 

для людей з обмеженими фізичними можливос- 
тями), а також зробити подібну роботу більш 

комфортною та ефективною. 
Необхідність досліджень із цієї тематики по- 

яснюється незадовільними результатами існую- 

чих систем при низькому співвідношенні сиг- 
нал/шум, залежностями результату від людини, а 

також невисокою швидкістю роботи подібного 
роду систем [2]. 

Дослідження методів визначення формант та 
розроблення нових точніших методів дозволить 

знизити похибку визначення та підвищити  
точність роботи систем ідентифікації мовної  

інформації. 

2. ДОСЛІДЖЕННЯ ХАРАКТЕРНИХ  

ОСОБЛИВОСТЕЙ МОВНИХ СИГНАЛІВ 

У системах ідентифікації мовного сигналу 

отримання характерних ознак мови особи, є 
однією з основних запорук успіху роботи системи 

ідентифікації мовної інформації. У завданнях 
аналізу мовного сигналу з метою визначення най- 

важливіших характеристик, як правило, викорис- 

товують методи його частотно-часового або 
спектрального уявлення, одними з найбільш 

ефективних є методи вейвлет-перетворення мов- 
ного сигналу. Найважливішим параметром, що 

характеризує спектр (розподіл енергії або амплі- 
туди по частотах) мовного сигналу є форман- 

ти [3], які визначають як концентрацію енергії в 
обмеженій частотній області. Форманта характе- 

ризується частотою, шириною частотної смуги й 
амплітудою. Зважаючи на складність визначення 

й опису формантної частотної смуги, часто в 
дослідженнях під частотою форманти мають на 

увазі частоту максимальної амплітуди в межах 
форманти. Тому часто можна зустріти визначення 

форманти, як амплітудний сплеск на графіку 
спектра [4], що має частоту, відповідну до частоти 

піку цього сплеску. Форманти прийнято познача- 

ти F0-F6. Форманта F0 називається також часто- 
тою основного тону мовного сигналу. Форманти 

F1-F6 визначають концентрацію енергії мовного 
сигналу по частоті і характеризують вокалізовані 

(як правило, голосні) звуки. 
 

Існує безліч методів виявлення формант [5–7], 
основними з яких є кепстральний аналіз і метод 

лінійного передбачення. Кепстральний аналіз є 
математичною основою нелінійних методів виді- 

лення сигналів. Кепстр – це математичне перетво- 

рення, що полягає в тому, що спектральному 

перетворенню піддається спектр функції. Якщо 
взяти спектр від спектра, то вийде сама початкова 

функція. Природно, що для отримання більш 
гладкої функції в результаті спектрального 

перетворення необхідно згладити початковий 
спектр. Для цього найчастіше використовують 

логарифмування початкового спектра або його 
модуля. Такий варіант перетворення прийнято 

називати кепстр. В отриманому кепстрі виявля- 

ються гармонійні складові [8]. 

Метод лінійного передбачення (метод, який ви- 

користовує LPC-коефіцієнти) полягає в пошуку 

комплексних коренів полінома з LPC-коефіцієн- 

тами (коефіцієнти фільтра мовного тракту) і надалі 

їхні наступні перетворення. Вважається, що метод 

лінійного передбачення [9] забезпечує високу  

обчислювальну швидкість, незначну складність і 

максимальну точність оцінювання формант. 

Зазвичай використовують ефективний метод 

обчислення коефіцієнтів лінійного передбачення, 

заснований на автокореляції, що застосовує  алго- 

ритм Левінсона – Дарбина. У задачі розпізна- 

вання мови часто застосовують коефіцієнти 

лінійного передбачення, обчислені на основі ста- 

тичного закону людського слуху [10, 11]. Відмі- 

нності від простого обчислення коефіцієнтів 

лінійного передбачення полягають у такому. По-

перше, застосовується шкала Баркова і логариф- 

мічна компресія амплітуди до застосування 

алгоритму Левінсона – Дарбина. По-друге, для 

відповідності законам людського слуху потуж- 

ність спектральних компонент зводиться до 

ступеня 0,33. Ця модифікація застосовується в 

частотної області, що призводить до того, що 

автокореляційні коефіцієнти не можуть бути об- 

числені безпосередньо, отже, необхідним є 

додаткове перетворення Фур'є [12]. 

Описані методи використовують у різних ком- 

бінаціях в чотирьох основних формант-трекерах 

PRAAT [13], SNACK [14], ASSP [15] і DEEP [16]. 

PRAAT [13] виділяє форманти таким чином: 

для кожного фрагмента, що аналізується, засто- 

совується вікно, подібне до вікна Гаусса. Обчис- 

люються коефіцієнти LPC за алгоритмам Бурга 

[17]. Кількість максимумів, яку обчислює цей 

алгоритм, удвічі перевищує максимальну кіль- 

кість формант, тому рекомендується встанов- 

лювати максимальну кількість формант кратну 

0,5. Спочатку алгоритм знаходить максимальну 

кількість формант у всьому діапазоні від 0 Гц і 

вище. Тому знайдені форманти можуть мати 

аномально низькі або високі частоти, що пов'я- 

зано з артефактами алгоритму LPC. 
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SNACK [14] застосовує той самий підхід, що і 

PRAAT. Цей метод використовує відбір фор- 

мантів за мінімальними значеннями вагових 

коефіцієнтів, в основі яких лежать відмінності 

між фрагментами, частота та ширина форманти. 

На відміну від PRAAT використовується лише 

один параметр, пов'язаний із відстеженням 

функції. Цей параметр дозволяє визначити зна- 

чення першої форманти, вищі форманти знахо- 

дять на основі заданого значення для першої 

форманти F1. Таким чином метод вважає, що всі 

інші форманти пов'язані з F1 коефіцієнтами 

прямого зв'язку. Цей метод не дає можливості 

змінити поведінку обчислення або вагові коефі- 

цієнти для інших формант. 

У методі ASSP [15] значення формант отри- 

мують шляхом визначення резонансних частот за 

рахунок розв'язання коренів полінома LPC, вико- 

ристовуючи метод автокореляції на основі алго- 

ритму Спліт – Левінсона (SLA) [18]. Потім вико- 

нується класифікація резонансних частот як фор- 

мант із використанням частоти Писаренко [19] та 

встановлення границі діапазону частот формант, 

що визначаються з номінальної частоти першої 

форманти F1. У методі вказується, що форманті 

частоти необхідно збільшити на 12 % для точ- 

нішого обчислення формант жіночих голосів. 

DEEP [16] використовує нейронні мережі для 

визначення формант. Вхідними даними є отри- 

мання на основі LPC-методу кепстральних коефі- 

цієнтів, які корегуються частотою основного 

тону, отриманою зі спектрограми. Навчання ней- 

ронної мережі виконувалось на основі тестової 

частини мовного датасету VTR-TIMIT [20]. VTR-

TIMIT є відкритим датасетом із 516 видами 

записів від 186 осіб, що є носіями англійської 

мови. У датасеті виконана ручна корекція та 

маркування формант спеціальної групою експер- 

тів, тому саме цей датасет найчастіше вико- 

ристовується для оцінювання точності роботи 

формант-трекерів. 

Є ряд досліджень, що стосуються порівняння 

формант-трекерів, однак серед них не можна 

виділити такий, що має найкращу ефективність 

[21, 22]. 

На основі викладеного можна зробити 

висновок про деяку складність, а частково, навіть 

про відсутність фізичної аргументації механізмів 

визначення формант, а також відсутність достат- 

ньої точності формант-трекерів, що потребує 

побудови методу визначення формант, який має 

достатнє фізичне обґрунтування та достатню 

точність порівняно з аналогами. 
 

3. МЕТОДОЛОГІЯ ДОСЛІДЖЕННЯ 

Форманти є одними з основних елементів 

ідентифікації особи в мовному сигналі тому, що 

природа їхнього походження пов'язана з порож- 

нинами людського мовного тракту. Зважаючи на 

індивідуальність подібних компонентів для кож- 

ної людини, можна дійти висновку, що визна- 

чення формантних частот є важливим компо- 

нентом побудови системи ідентифікації мовної 

інформації. 

Дослідження формантних атрибутів найчас- 

тіше виконується шляхом:  

• порівняння спектра формант однакових фо- 

немічних елементів (ударних голосних, голосних 

у кінці або на початку слів тощо); 

• порівняння спектрів формант для зрізів 

спектрограм (кожного елемента спектрограми або 

всередині слів, складів та ін.); 

• порівняння динамічних змін частот фор- 

мант уздовж усього МС чи у важливих його 

компонентах. 

Виокремлення формант супроводжує ряд 

проблем, пов'язаних з їхньою динамічною зміною 

у процесі мовлення. Навіть однакові голосні 

змінюють формантний набір залежно від свого 

розташування у складі слів, складів тощо. 

Труднощі також визивають проблеми, пов'язані з 

близьким розташуванням піків під час аналізу  

спектрограм і проблемами правильного визна- 

чення піків максимумів формант на спектрограмі. 

Визначення розташування формант на спектро- 

грамах МС достатньо легко виконується люди- 

ною, але автоматизація цього процесу визиває 

деякі труднощі. Типове представлення спектро- 

грами з розміченими людиною розташуваннями 

формант представлено на рис. 1, що відповідає 

зонам розташування формант, причому характе- 

ризується не тільки середньою частотою фор- 

манти, а також її шириною.  

Проведення подібного розмічення є досить 

складною задачею, зважаючи не велику кількість 

конкуруючих частотних піків. Трудомісткість 

подібного роду маркування формант досить 

висока, тому в експериментальних дослідженнях 

використовують заздалегідь розмічені данні, що 

можна знайти в різних типах мовних датасетів. В 

наступному дослідженні будемо використовувати 

датасет VTR-TIMIT, що має підготовлений набір 

розмічених даних подібного типу. 

Крім того, під час проголошення окремих 

видів звуків на положення формант можуть 

впливати безліч факторів, що може приводити до 

коливань формантних частот, а на окремих 

фрагментах навіть відсутності деяких із них. 
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Існує декілька підходів для визначення поло- 

жень формант на частотній шкалі, але всі вони 

базуються на аналізі та перетвореннях спектро- 

грами мовного сигналу. При виділенні формант- 

них частот першим етапом дослідження завжди є 

побудова спектрограми за визначеними дослід- 

ником критеріями. Серед них є ширина фрейму, 

тип вейвлет-базису, частотний діапазон та ін. 

 

 

Рис. 1. Визначення формант людиною 

 
Наступним етапом є таке представлення 

спектрограми, що дозволить провести сегмента- 

цію формантних частот на основі різних матема- 

тичних методів, найчастіше всі вони базуються на 

алгоритмах кластеризації або на побудові 

обвідної спектра. Найвідомішими з алгоритмів, 

що використовують обвідну спектра, є: 

• метод лінійного передбачення – коли 

обвідна спектра будується на алгоритмі LPC [23]; 

• апроксимації спектра кубічними сплайнами 

або іншими видами функцій [24]. 

Однак згідно з дослідженнями обидва алго- 

ритми мають практично однакову точність при 

різній обчислювальній складності [25]. 

Приклад обвідної на основі алгоритму ліній- 

ного передбачення виділеного спектра для 

стандартного фрагмента дослідження (20 мс) 

зображено на рис. 2. На основі цього рисунка 

виділяють локальні максимуми обвідної для 

спектра мовного сигналу, які розглядають як 

центри формантних частот. 

 

 

 

Рис. 2. Побудова обвідної для спектра мовного сигналу  

(числами зображено формантні діапазони 1–4) 

 
Проведені попередні дослідження вказують на 

відповідність розподілу частот відносно голосних 

звуків, які вносять найбільшу вагу в формування 

формант в мовному сигналі. Установлено, що 
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частина голосних звуків у більшості мов розта- 

шована в частотному діапазоні 200–500 Гц, а інша 

частина голосних звуків у діапазоні від 500 до 

1500 Гц. Зважаючи на це, раціональним є окремий 

розгляд цих частотних діапазонів, під час форму- 

вання характерних ознак мовного сигналу, що 

дозволяє підвищити кількість параметрів, та на- 

бирати більшу статистику при визначенні 

максимумів формантних частот. 

Результатом проведеного огляду підходів до 

визначення формантних частот став алгоритм 

(рис. 3), що складається з таких етапів. 

 

 

Рис. 3. Алгоритм визначення формантних частот 

 
1. Сегментація мовного сигналу на вокалі- 

зовані фрагменти та паузи. 

2. Розбиття вокалізованих фрагментів МС на 

часові фрейми. 

3. Для кожного фрагмента отримання спектра 

на основі вейвлет-перетворення. 

4. Побудова обвідної лінії. 

5. Знаходження всіх максимумів. 

6. Визначення положень формантних діапазонів. 

7. Отримання максимумів формантних діапазонів. 

8. Побудова графіків траєкторії положення 

формант (рис. 4). 

 

 

Рис. 4. Траєкторія положення формант  

за номерами фреймів 

9. Розрахунок залежності щільності ймовір- 

ності розподілу кожної із чотирьох формантних 

частот (максимумів формантних частот). 

Сегментація МС на вокалізовані фрагменти й 

паузи виконується методом оцінювання змін 

фрактальної розмірності [26]. У роботі визначено, 

що фрактальна розмірність 𝐷 для невокалізова- 
них фрагментів у 99 % випадків перебуває в 

межах 1,04 ≤ 𝐷 ≤ 1,45, а фрактальна розмірність 
вокалізованих фрагментів не спостерігалася мен- 

ше 𝐷 = 1,55 для часового вікна розміром 20 мс. 
Операцію розбиття виділених вокалізованих 

фрагментів МС на часові фрейми виконувалась 

фреймами 10–20 мс для тестування робочої спро- 

можності методу. 

Отримання спектра мовного сигналу викону- 

валося з використанням комплексного вейвлету 

Морле на основі віконної функції Гаусса. 

Відповідно до розглянутого підходу до визна- 

чення формантних частот необхідно побудувати 

обвідну спектра для кожного з фрагментів МС. 

Проведені в багатьох роботах дослідження при 

побудові обвідної пропонують використання 

безлічі підходів, але у разі визначення форматних 

частот саме кубічні сплайни дозволяють найточ- 

ніше визначити вид цієї функції обвідної за 
заданими значеннями спектра МС. Фактично 

побудова функції обвідної представляє собою 

задачу інтерполяції. Визначимо, як ця задача 

розв'язується у нашому випадку. 

Отримання спектра 

Знаходження 

усіх максимумів 
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Розглянемо спектр МС, як функцію, визначену 

в точках 𝑥0, 𝑥1, 𝑥2, . . . , 𝑥𝑁, де відомі значення 

деякої функції  𝑓(𝑥), а саме 𝑦0, 𝑦1, 𝑦2, . . . , 𝑦𝑁. 

Інтерполюємо графік функції  𝑓(𝑥) побудовою 

функції 𝐹(𝑥) такої, що набуває в зазначених 

точках ті ж значення, тобто 𝐹(𝑥0) = 𝑦0, 𝐹(𝑥1) = 
= 𝑦1, . . . , 𝐹(𝑥𝑁) = 𝑦𝑁. 

З геометричної точки зору стоїть задача пошу- 

ку певного типу кривої 𝑦 = 𝐹(𝑥), що проходить 

через набір представлених точок. Подібна задача 

може мати багато розв'язків чи розв'язки можуть 

бути відсутні. У процесі  використання кубічного 

сплайну наша функція 𝐹(𝑥) представляє набір 

фрагментів, що визначені на кожному інтервалі 

[𝑥𝑘−1; 𝑥𝑘], та може мати вигляд 

𝐹𝑘(𝑥) = 𝑎𝑘 + 𝑏𝑘(𝑥 − 𝑥𝑘) + 𝑐𝑘(𝑥 − 𝑥𝑘)
2 + 

+𝑑𝑘(𝑥 − 𝑥𝑘)
3 

𝐹 = 𝐹1 для [𝑥0; 𝑥1] 
… 

𝐹 = 𝐹𝑁 для [𝑥𝑁−1; 𝑥𝑁] де 𝑁 – кількість точок, 

за якими проводиться інтерполяція. 

Звичайно, що коефіцієнти полінома 𝑎𝑘 , 𝑏𝑘, 𝑐𝑘 , 𝑑𝑘 

будуть відрізнятися для кожного з відрізків 

[𝑥𝑘−1; 𝑥𝑘]. 
Для визначення коефіцієнтів накладається ряд 

умов, серед яких такі: 

Рівність других похідних функції на кінцях 

відрізка [𝑥0; 𝑥𝑁]: 

𝐹′′(𝑥0) = 0, 𝐹
′′(𝑥𝑁) = 0.            (2) 

Безперервності першої і другої похідної 

функції 𝐹(𝑥), а також:  

𝐹𝑘−1(𝑥𝑘−1) = 𝐹𝑘(𝑥𝑘−1), 

𝐹𝑘−1
′ (𝑥𝑘−1) = 𝐹𝑘

′(𝑥𝑘−1), 

𝐹𝑘−1
′′ (𝑥𝑘−1) = 𝐹𝑘

′′(𝑥𝑘−1), 

при 𝑘 = 2,3,… ,𝑁 

Запишемо похідні функції 𝐹𝑘 у вигляді 

𝐹𝑘
′(𝑥) = 𝑏𝑘 + 2𝑐𝑘(𝑥 − 𝑥𝑘) + 3𝑑𝑘(𝑥 − 𝑥𝑘)

2, 

𝐹𝑘
′′(𝑥) = 2𝑐𝑘 + 6𝑑𝑘(𝑥 − 𝑥𝑘). 

Зважаючи на описані вище умови, отримуємо 

таку систему рівнянь: 

𝑎1 − 𝑏1ℎ1 + 𝑐1ℎ1
2 − 𝑑1ℎ1

3 = 𝑦0, 

𝑎𝑘 = 𝑦𝑘 , 𝑘 = 1,2,… ,𝑁, 

𝑎𝑘−1 = 𝑎𝑘 − 𝑏𝑘ℎ𝑘 + 𝑐𝑘ℎ𝑘
2 − 𝑑𝑘ℎ𝑘

3 , 

𝑘 = 2,3,… ,𝑁,  

𝑏𝑘−1 = 𝑏𝑘 − 2𝑐𝑘ℎ𝑘 + 3𝑑𝑘ℎ𝑘
2,    

              𝑘 = 2,3, . . . , 𝑁, 

𝑐𝑘−1 = 𝑐𝑘 − 3𝑑𝑘ℎ𝑘,   𝑘 = 2,3, . . . , 𝑁, 

𝑐1 − 3𝑑1ℎ1 = 0, 

𝑐𝑁 = 0, 
де           ℎ𝑘 = 𝑥𝑘 − 𝑥𝑘−1,   𝑘 = 1,2, . . . , 𝑁, 

𝑙𝑘 = (𝑦𝑘 − 𝑦𝑘−1)/ℎ𝑘 ,   𝑐0 = 0. 

Існує досить багато варіантів розв'язання 

представленої системи рівнянь. Для розв'язання 

будемо використовувати метод прогонки. 

В основі методу лежить застосування коефі- 

цієнтів, що будуть корегуватися у процесі 

налаштування. Визначимо коефіцієнти у вигляді 

δ1 = − ℎ2/(2(ℎ1 + ℎ2)), 

λ1 = 3(𝑙2 − 𝑙1)/(2(ℎ1 + ℎ2)),           (6) 

δ𝑘−1 = −
 ℎ𝑘

2ℎ𝑘−1 + 2ℎ𝑘 + ℎ𝑘−1δ𝑘−2
, 

𝑘 = 3,4, . . . , 𝑁, 

λ𝑘−1 =
(3𝑙𝑘−3𝑙𝑘−1−ℎ𝑘−1λ𝑘−2)

(2ℎ𝑘−1+2ℎ𝑘+ℎ𝑘−1δ𝑘−2)
  .           (7) 

На основі коефіцієнтів прогону отримуємо 𝑐𝑘 

за алгоритмом зворотного прогону:  

𝑐𝑘−1 = 𝛿𝑘−1𝑐𝑘 + 𝜆𝑘−1, 

𝑘 = 𝑁,𝑁 − 1,𝑁 − 2, . . . ,2. 

Усе це дає можливість визначити коефіцієнти 

𝑏𝑘 і 𝑑𝑘 за формулами 

𝑏𝑘 = 𝑙𝑘 +
2𝑐𝑘ℎ𝑘 + ℎ𝑘𝑐𝑘−1

3
,   𝑘 = 1,2, . . . , 𝑁 

𝑑𝑘 = (𝑐𝑘 − 𝑐𝑘−1)/(3ℎ𝑘),   𝑘 = 1,2, . . . , 𝑁. 

Таким чином, результатом описаного алгорит- 

му будуть коефіцієнти 𝑏𝑘 , 𝑐𝑘 , 𝑑𝑘   для кожного з 

розглянутих інтервалів графіка спектра МС. 

Результатом розрахунку обвідної буде графік 

спектра МС у заданому фрагменті та обвідної 

спектра для цього ж інтервалу (рис. 5). 

Визначаючи максимуми обвідної спектра 

(рис. 5), отримуємо максимуми чотирьох перших 

формант. Набір формант для кожного фрейму 

зображено на графіку відповідно до частоти 

форманти та номера фрейму, з якого вона була 

отримана (рис. 4). Аналіз цього графіка показує 

достатньо високу стабільність визначення фор- 

мантних частот для розглянутого у попередньому 

дослідженні мовного сигналу. 

З метою оцінювання та порівняння запропо- 

нованого методу з методами, що використо- 

вуються у відомих формант-трекерах, виконано 

наступне дослідження.  

Для дослідження розглядались формант-

трекери PRAAT, SNACK, ASSP і DEEP. 

Налаштування кожного з них здійснювалося на 

основі набору параметрів за замовчуванням, що 

(1) 

(3) 

(4) 

(5) 

(8) 

(9) 
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було закладено розробниками цих трекерів. Набір 

налаштувань для кожного з трекерів представ- 

лено у табл. 1. Основні параметри налаштувань 

відомих трекерів визначено на основі [21]. 

Необхідно також зазначити, що кожен із цих 

відомих трекерів має особливості використання 

відповідно до статі особи, так: PRAAT опти- 

мізовано для мовних сигналів жінок, SNACK та 

ASSP оптимізовано під мовні сигнали чоловіків. 

DEEP, як описано у розробника, оптимізувався на 

наборі даних 67 жінок на 95 чоловіків, тому, 

можливо, він буде точніше працювати з мовними 

сигналами чоловіків.  

 

 

 

Рис. 5. Обвідна спектра МС 

 
Таблиця  1  

Налаштування формант-трекерів,  

використаних у дослідженні 

П
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P
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а
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м
ет

о
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formants 5 4 4 4 4 

LPC 10 12 18 n/a n/a 

preemph 50 Hz/oct 0,7 0.96 unk – 

window gauss cos4 blackman unk gauss 

w.length, ms 25 25 25 unk 25 

stepsize, ms 10 10 10 10 10 

 
Налаштування часових інтервалів власного 

методу має відповідати розміру подібних інтер- 
валів для інших формант-трекерів для коректного 
порівняння, тому використовують розмір вікна  
25 ms із кроком 10 ms. 

У дослідженні трекери самостійно виконували 
сегментацію на вокалізовані фрагменти і паузи, 
застосовуючи датасет VTR-TIMIT, у випадку 
некоректної сегментації (невокалізований фраг- 
мент вважався вокалізованим) помилкові резуль- 
тати сегментації вилучалися з розгляду. 

Як параметри порівняння використовували 
середньоквадратичне відхилення формант між 

еталонною розміткою мовних сигналів та резуль- 
татами формант-трекерів (табл. 2). 

 
Таблиця  2 

Середньоквадратичне відхилення  

визначення формант (Гц) 

F
o
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a

n
t 

F
em

a
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A
A
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S
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A
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K
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S

S
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P
ro

p
o
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M
et

h
o

d
 

F1 
f 97 104 82 61 78 

m 161 92 71 53 70 

F2 
f 185 197 172 99 89 

m 215 209 109 84 91 

F3 
f 194 183 215 156 167 

m 247 261 113 171 144 

 

Розгляд саме трьох формант, замість чотирьох, 

пов'язаний із тим, що в датасеті VTR-TIMIT 

розмічені експертами лише три форманти. Крім 

того, проведений аналіз цього датасету [27] 

показав середнє відхилення частоти максимуму 

для 1–3 формант відповідно 78, 100, 111 Гц, тому 

отримані значення достатньою мірою відпові- 

дають раніше проведеним дослідженням. 

Порівняльний аналіз показує достатньо високу 

точність визначення формантних частот порів- 
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няно з існуючими формант-трекерами. Виняток 

стосується DEEP, але зважаючи не те, що він 

натренований на саме цьому датасеті, можна 

вважати, що метод достатньо добре показує себе 

порівняно з іншими. Поряд із цим, необхідно 

зазначити простоту реалізації, низьку обчислю- 

вальну складність, швидкість і відповідність 

методу наявним фізичним процесам.  

4. ВИСНОВКИ 

На основі огляду існуючих підходів до алго- 
ритму визначення формантних частот установ- 
лено наявність складності їхньої реалізації та 
часткову відсутність фізичного обґрунтування 
операцій, що входять до їхнього складу. Запропо- 
новано метод визначення формантних частот, що 
як вхід використовує спектральне розкладання 
мовного сигналу на два діапазони, що відпові- 
дають частотним межам голосних звуків. Пред- 
ставлено алгоритм обчислення обвідної, а також 
опис методу визначення параметрів формантних 
частот до побудови функції щільності ймовір- 
ності, що може бути використана під час безпо- 
середнього порівняння в задачі прийняття ріше- 
ння щодо мовної ідентифікації особи. Порівняння 
методу з іншими подібними методами показало 
задовільну точність. Використання запропонова- 
ного методу разом із методологією сегментації 
мовного сигналу дозволять знизити похибку під 
час виділення формант, що приведе до підви- 
щення точності прийняття рішення у процесі 
побудови систем ідентифікації мовного сигналу. 
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Method of determining formant frequencies  
using spectral decomposition of speech signal 

 
Formants are one of the main components of speaker identification systems and the accuracy of formant 

determination is the basis for the efficiency of speaker identification systems. Improving existing speech recognition 
systems will significantly simplify human-computer interaction when the use of classic interfaces is not possible, as 
well as make such work more comfortable and efficient. 

The necessity for research on this topic is due to unsatisfactory results of existing systems with low signal-to-noise 
ratio, the dependence of the result on humans, as well as low speed of such systems. 

The following four main formant trackers were used for comparison with the proposed method: PRAAT, SNACK, 
ASSP and DEEP. There are a number of studies concerning the comparison of formant trackers, but among them it is 
impossible to single out the one that has the best efficiency. 

The selection of formants is accompanied by a number of problems associated with their dynamic change in the 
language process. The complexity is also caused by a number of problems related to the close location of the peaks in 
the analysis of spectrograms and the problems of correctly determining the peaks of the formant maxima on the 
spectrogram. Determining the location of the formant on the spectrograms of the vocal signal is quite easy to perform 
by man, but the automation of this process causes some difficulties. 

The selection of frequency formants was proposed to be performed in several stages. The result of the review of 
approaches to the determination of formant frequencies has been the algorithm consisting of the following nine stages. 
The segmentation of vocal signal into vocalized fragments and pauses is performed by estimating changes in fractal 
dimension. Obtaining the spectrum of the vocal signal has been performed using a complex Morlet wavelet based on 
the Gaussian window function. PRAAT, SNACK, ASSP and DEEP formant trackers have been considered for the study. 
Each of them has been configured on the basis of a set of default parameters set by the developers of these trackers. A 
set of settings for each of the trackers has been used for comparison. In the study, trackers independently have been 
performed segmentation into vocalized fragments and pauses using the VTR-TIMIT dataset. 

The comparative analysis has been showed a fairly high accuracy in determining the formant frequencies in 
comparison with existing formant trackers. 

 
Keywords: speech signal; formant frequencies; spectral decomposition; computational algorithm; wavelet analysis. 
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ІНТЕЛЕКТУАЛЬНА МОДЕЛЬ КЛАСИФІКАЦІЇ  
МЕРЕЖНИХ ПОДІЙ ІЗ КІБЕРБЕЗПЕКИ 

 

 
Через збільшену складність сучасних комп'ютерних атак, виникає потреба у фахівцях із безпеки не тільки 

для виявлення шкідливої активності, але і для визначення відповідних кроків, які проходитиме зловмисник у ході 

виконання атаки. Незважаючи на те, що виявлення експлойтів і вразливостей зростає з кожним днем, 
розроблення методів захисту просувається помітно повільніше за розроблення методів нападу. Саме тому це 

все ще залишається відкритою дослідницькою проблемою. У цій статті представляємо дослідження у галузі 

ідентифікації мережних атак із використанням нейронних мереж, зокрема багатошарового персептрона 
Румельхарта, для виявлення та прогнозування майбутніх подій мережної безпеки на основі попередніх 

спостережень. Для забезпечення якості процесу навчання й отримання бажаного узагальнення моделі 

використано 4 млн записів, накопичених протягом 7 днів Канадським інститутом кібербезпеки. Наш результат 
демонструє, що моделі нейронних мереж, що базуються на багатошаровому персептроні, можуть 

використовуватися після уточнення для виявлення та прогнозування подій мережної безпеки. 

 

 
Ключові слова: безпека інформаційних систем; нейронна мережа; мережна безпека; прогнозування. 

 

 

1. ВСТУП 

Щороку до загальної кількості програмного 
коду додається 111 трильйонів рядків, причому 

кожен рядок потенційно може бути новою 
вразливістю і, як наслідок, може бути реалі- 
зована атака нульового дня. Зазначимо, що 
технології, які використовуються зловмисни- 
ками для атак на комп'ютерні системи та мережі, 
стають усе  складнішими та досконалішими [1]. 
Вивчають багато шляхів розв'язання цієї 
проблеми, зокрема і технології, що дозволяють 
створювати захищене програмне забезпечен- 
ня [2]. Із цією метою для автоматизації процесів 
контролю подій безпеки в інформаційних 

системах традиційно використовують системи 
виявлення вторгнень (IDS/IPS – Intrusion 
Detection/Protection System), основним завдан- 
ням яких є автоматизація процесу виявлення 
атак або неправомірного застосування [3–6]. Ці 

системи залежно від технології, що використо- 
вується для виявлення атак, прийнято розділяти 
на дві основні групи: системи виявлення зло- 
вмисної поведінки користувачів; системи вияв- 
лення аномальної поведінки комп'ютерної 
системи. У першому випадку порівнюється шаб- 
лон атаки з потоком подій, у другому – 
порівнюється шаблон нормальної поведінки 

системи з потоком подій. Прийнято вважати, що 
завдання виявлення вторгнень у мережі TCP/IP 
зводиться до розпізнавання задач [7–9]: 

• структурні ознаки (сигнатури) відомих видів 

атак; 

• інваріантні ознаки структури правильних 

обчислювальних процесів; 

• кореляційні ознаки нормального функціону- 

вання розподілених обчислювальних систем. 

У разі проблеми з розпізнаванням мережних 

аномалій виникають деякі труднощі, які в основ- 
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ному пов'язані зі зростаючим попитом на вияв- 

лення раніше невідомих атак і деструктивних 

впливів, що у свою чергу потребує: 

• побудови еталонних множин нормального 

(семантично правильного) профілю поведінки 

системи в умовах невизначеності впливів зов- 

нішнього середовища; 

• визначення необхідних і достатніх інфор- 

мативних ознак; 

• побудови правил визначення аномалій. 

Як правило, виявлення мережних аномалій 

здійснюється за схемою, в якій виокремлюють 

такі функціональні блоки [10]: 

• аналіз інформації, що міститься в заголовках 

IP-дейтаграм; 

• побудова прогнозування; 

• пошук та оцінювання аномалій; 

• реакція на аномалію; 

• наповнення та/або редагування базових 

правил IDS/IPS. 

Зібрану статистичну інформацію використо- 

вують для побудови математичної моделі прогно- 

зування трафіка на основі циклічного аналізу 

часових рядів. Ця модель дозволяє прогнозувати 

завантаження мережі на основі пошуку частот у 

мережному трафіку.  

У всіх випадках IDS не зможе виявити вторг- 

нення, тому що не зможе відрізнити його від 

фонового білого шуму, який існує в будь-якій сис- 

темі через слабкість інструменту аналізу пакетів 

або відсутність сигнатури відповідної атаки тощо. 

Отже, більшість типових способів виявлення 

атак і протидії їм мають низьку точність і швид- 

кість і не дозволяють ефективно протидіяти як 

відомим атакам, так і атакам нульового дня. Тому 

розробляється велика кількість різних технологій 

захисту комп'ютерних систем та мереж, засно- 

ваних на технологіях перевірки даних із вико- 

ристанням штучного інтелекту із застосуванням 

нейронних мереж [11–15]. Це пов'язано зі здат- 

ністю нейромережної структури розв'язувати 

завдання, що важко формалізуються, а також з її 

здатністю до навчання, самоорганізації та 

узагальнення. Такий підхід дозволяє отримувати 

моделі, здатні швидко адаптуватися до навко- 

лишнього середовища та прогнозувати розвиток 

процесу на основі якості узагальнення [16, 17]. 

Штучний інтелект – термін у широкому сенсі 

– спирається за допомогою комп'ютерів на іміта- 

ції можливостей людини: почуття, розуміння, 

реагування. 

Машинне навчання – область штучного інте- 

лекту у розділі комп'ютерних наук, де часто 

використовують статистичні методи, щоб дати 

комп'ютерам можливість "навчатись" (наприклад, 

поступово підвищувати продуктивність у кон- 

кретній задачі) [18]. 

Розглядаючи науку про дані, зазначимо, що для 

виконання (використання) алгоритмів машинного 

навчання необхідне визначення наборів даних, 

вибір відповідних змінних та метрик, а також вико- 

нання різних інформаційно-інженерних завдань: 

пошук прихованих залежностей, збір даних, 

навчання, інтеграція, візуалізація, визначення 

продуктивності  алгоритмів тощо. 

Кожна модель навчання має ґрунтуватися на 

певному алгоритмі. Зокрема, до них належать 

класифікація, кластеризація, асоціативні правила, 

поглиблене навчання, регресія, зіставлення із 

зразком. Вибір алгоритму залежить від кінцевої 

мети, яку потрібно досягти. Модель ідентифікації 

подій кібербезпеки, що розглядається в цьому 

дослідженні, заснована на навчанні з учителем та 

на алгоритмах класифікації нейронних мереж. 

2. МАТЕРІАЛ І МЕТОДИ 

У ході розв'язання завдання класифікації по- 

дій, що відбуваються у процесі мережної 

взаємодії, виникають проблеми, в основному 

пов'язані з необхідністю обліку невідомих атак і  

деструктивних впливів, що у свою чергу вимагає: 

системи в умовах невизначеності впливів зовніш- 

нього середовища, визначення необхідних і 

достатніх інформативних ознак та побудови 

правил виявлення аномалій [19, 20]. 

Аналогічне і менш складне завдання вико- 

нано для атак із застосуванням (ін'єкції) SQL 

(Structured Query Language) [21]. SQL-ін'єкція – 

це атака, що реалізується шляхом модифікації 

запитів до бази даних за рахунок експлуатації 

вразливостей, що містяться у вебдодатках. 

Успішна реалізація атаки дає зловмиснику 

можливість отримати конфіденційну інформа- 

цію, змінити або знищити її. 

Для синтезу й аналізу моделі ідентифікації 

атак SQL-ін'єкцій були підготовлені набори 

даних попереднього навчання, контролю та 

тестування. Навчальний набір даних містив 

параметри навчання; вибір параметрів був 

евристично заснований на аналізі основних 

ознак атаки, які можуть містити URL-адресу. 

Штучні нейронні мережі – це математичні 

моделі та їхні програмні чи апаратні реалізації. Цей 

термін з'являється під час вивчення процесів, що 

відбуваються в мозку, та за спроби змоделювати ці 

процеси. Основними принципами є інтерпретація 

сенсорних даних за допомогою свого роду маши- 

нного сприйняття, маркування або угруповання 
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даних, що надходять. Образи, що розпізнаються, є 

числовими і містяться у векторах, в які транслю- 

ються будь-які інші дані [22]. 

Кожен вузол має один або кілька входів і один 

вихід. Нейрон має два режими роботи: режим 

навчання та режим використання або тестування. 

У режимі навчання нейрон навчається реагувати 

на певний вхідний шаблон. У робочому режимі 

нейрон реагує на вхідний шаблон і пов'язує вихід. 

Якщо нейрон отримує на вхід нетиповий набір па- 

раметрів, він сам визначає, активувати себе чи ні. 

Кожен вхідний сигнал має відповідну вагу, яка 
розраховується на основі вхідних даних. Якщо це 

число перевищить поріг, нейрон спрацює. 
Активація будь-якого нейрона регулюється 

його активаційною функцією. 
Нейронні моделі працюють виключно з число- 

вими даними, представленими в деякому число- 
вому діапазоні, тому на першому етапі дослідже- 

ння розроблено класифікатор URL. Це програм- 

ний модуль, який перетворює URL-адресу на 
двійковий формат і встановлює логічний іденти- 

фікатор "true (1)", якщо адреса відноситься до 
атаки, і "false (0)" – в іншому випадку. Таким 

чином, для кожної з URL-адрес було згенеровано 
вхідний вектор, тобто вихідний вектор може бути 

представлений у форматі 

𝑋Т = [𝑥1𝑥2⋯𝑥𝑛],  

де 𝑛 – кількість параметрів запиту, що 

використовується у шаблонах SQL. 
На основі цього підходу нейромережна модель 

матиме на вході n нейронів. Кожен вектор харак- 
теризується параметром: доброякісний (0) – не 

відноситься до нападу, та ін'єкційний (1) – відно- 

ситься до нападу. Достатньо мати на виході лише 

один нейрон, що розділяє вхідні вектори на два 
класи 0 та 1. 

У результаті відносна похибка синтезованої 
моделі на контрольному та дослідному зразках не 

перевищує 5 %. Таким чином, можемо застосу- 
вати такий підхід для ширшого спектра подій 

безпеки й атак. 
Метою цього дослідження є вивчення можли- 

востей використання штучних нейронних мереж, 
зокрема персептрона Румельхарта (окремий 

випадок персептрона Розенблатта) для виявлення 
мережних атак і прогнозування подій, пов'язаних 

із мережною безпекою [23, 24]. Для забезпечення 
якості процесу навчання й отримання бажаного 

узагальнення властивостей моделі необхідно 
мати значну кількість прикладів реалізації відпо- 

відних атак. В експериментальних цілях зібрано 4 

млн записів, які протягом 7 днів накопичив  
Канадський інститут кібербезпеки. Мережна 

інфраструктура зловмисника складалася з 50 ма- 
шин. Організація-жертва містила 5 відділів, і 

кожен з них використовував 420 користувацьких 
вузлів і 30 серверів. Набір даних містить інфор- 

мацію про перехоплений мережний трафік і 
системні журнали кожної машини організації-

жертви. Схему оброблення даних показано на 
рис. 1. Для аналізу набору даних використовували 

профільні поняття: В-профіль і М-профіль. 

B-профіль (Benign – доброякісний) – інкапсу- 

ляція поведінки користувача з використанням 

різних методів машинного навчання та статис- 

тичного аналізу (таких як, K-Means, Random 

Forest, SVM і J48). 
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Рис. 1. Схема оброблення даних 
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Інкапсульовані функції – це розподіл пакетів 

протоколу за розміром, кількістю пакетів у пото- 

ці, певною структурою корисного навантаження, 

розміром корисного навантаження та запитом 

тимчасового поділу для протоколу. 

Модель складається з таких кроків: 

1. Збір даних про мережну активність із сис- 

темних журналів і журналів подій. 

2. Оброблення попередніх даних і зведення їх 

до потрібного вигляду. 

3. Навчання та тестування нейронної мережі. 

4. Аналіз результатів. 

У моделюванні використовували такі прото- 

коли: HTTPS, HTTP, SMTP, POP3, IMAP, SSH та 

FTP. За результатами частотного аналізу даних 

зроблено висновок, що основна маса трафіка 

представлена HTTP- та HTTPS-пакетами.  

М-профіль (Malignant – зловмисний) – спроба 

однозначно описати сценарій атаки. У найпрос- 

тішому випадку люди можуть інтерпретувати ці 

профілі, а потім їх виконувати. В ідеалі для 

інтерпретації та виконання цих сценаріїв ви- 

користовуватимуться автономні агенти разом  

із компіляторами. Було розглянуто різні сце- 

нарії реалізації атак:  
• мережне проникнення: у цьому сценарії 

зловмисний файл надіслано жертві електронною 
поштою. Після успішної експлуатації вразливості 

на комп'ютері жертви запускався бекдор, після 
чого комп'ютер жертви використовувався для 

сканування внутрішньої мережі та пошуку нових 
поштових скриньок; 

• відмова в обслуговуванні HTTP: у цьому 
сценарії як основні інструменти використо- 

вувалися Slowloris і LOIC (Low Orbit Ion Cannon 

– додаток для стрес-тестування й  атаки типу 
"відмова в обслуговуванні" (DoS або DDoS) із 

відкритим вихідним кодом, написаний на C#), 
які, як відомо, роблять вебсервери повністю 

недоступними через одну атакуючу систему. 
Атака за допомогою Slowloris починається з 

повного з'єднання TCP із віддаленим сервером. 
Інструмент підтримує з'єднання відкритим, 

відправляючи дійсні неповні HTTP-запити на 
сервер через певні проміжки часу, щоб уникнути 

закриття сокетів. Оскільки будь-який вебсервер 
може обслуговувати обмежену кількість 

можливих підключень, вичерпання всіх сокетів 
буде лише питанням часу, і в результаті жодних 

інших підключень не буде прийнято; 
• атака на вебпрограми: у цьому сценарії  

використовувався вразливий вебдодаток 

(DVWA – Damn Vulnerable Web App), який 
спеціально розроблено, щоб допомогти фахів- 

цям із безпеки перевірити свої навички в аналізі 

безпеки. Першим кроком є сканування вебсайту 

за допомогою сканера вразливостей вебзасто- 
сунків, а потім виконання різних типів вебатак 

на вебсайт, включаючи SQL-ін'єкції, ін'єкції 
системних команд і можливість завантаження 

незахищених файлів. 

До способів виявлення вразливостей програм- 

ного забезпечення для SQL-ін'єкцій належать:  

функціональне тестування (чорна/біла скринька); 

фазинг (техніка автоматизованого тестування 

програмного забезпечення, яка полягає в тому, що 

на вхід програми подають недійсні, невідповідні 

або випадково згенеровані дані); статичний, 

динамічний, ручний аналізи вихідного коду. 

Також слід зазначити, що паралельно з пошуком 

вразливостей у програмованих програмах 

зазвичай використовується широкий спектр WAF 

(Web Application Firewall – брандмауер 

вебдодатків). Як правило, вони засновані на двох 

моделях безпеки: на основі підпису та на основі 

правил. Кожна із цих моделей має свої переваги й  

недоліки, але їхнім загальним недоліком є 

неможливість виявлення загроз "нульового дня", і 

зауважимо, що використання WAF може лише 

частково перекрити вектор атак [25–28]. 

Таким чином, більшість типових підходів до 

забезпечення безпеки від атак SQL-ін'єкцій не 

дозволяють отримати достатній рівень безпеки 

через низьку точність ідентифікації та швидкість 

роботи. Тому нині з'явилася велика кількість 

різних технологій захисту комп'ютерних систем і  

мереж, які ґрунтуються на технологіях інтелекту- 

ального аналізу даних, зокрема і на використанні 

нейронних мереж, що дозволяє ефективно проти- 

діяти вже відомим атакам та атакам "нульового 

дня". Розроблено такі атаки: 

• атака грубою силою: в основному спрямо- 
вана на підбір комбінації імені користувача та 

пароля для отримання доступу до облікового 
запису користувача. Для цієї атаки існує безліч 

інструментів, таких як модулі Hydra, Medusa, 
Ncrack, Metasploit та Nmap NSE. Крім того, є 

деякі інструменти, такі як hashcat і hashpump для 
злому хеш-паролів. Але одним з найповніших 

багатопотокових інструментів є Patator, який 
написаний на Python і є більш гнучким, ніж інші. 

Він також може зберігати кожну відповідь в 
окремому файлі журналу для подальшого пере- 

гляду та оброблення. Для переліку паролів ми 

використали словник із 90 млн слів; 
• атаки на останнє оновлення: атаки, засно- 

вані на деяких відомих вразливостях, які можуть 
бути реалізовані протягом певного періоду часу 
(це екстраординарні вразливості, які іноді зачі- 
пають мільйони серверів або жертв, і зазвичай 
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потрібно кілька місяців, щоб виправити весь 
вразливий програмний код), одна з найвідо- 
міших в останні роки – Heartbleed. 

Детальну інформацію про виявлені атаки та 

засоби, використані для їхньої реалізації, пред- 

ставлено в табл. 1. 

 
Таблиця  1 

Атаки на цільові системи 

Тип атаки Застосовані інструменти 

Атака грубої сили  

(Brute-force) 

FTP – Patator 

SSH – Patator 

Атака на відмову  

в обслуговуванні  

(DoS) 

Hulk, GoldenEye, Slowloris, 

SlowHTTPtest, Heartleech 

Вебатака 

Damn Vulnerable  

Web App (DVWA),  

власний Selenium Framework  

(XSS та Brute force) 

Інфільтраційна  

атака 

Перший рівень:  

завантаження Dropbox  

на комп'ютері з Windows. 

Другий рівень:  

Nmap і PortScan 

Атака ботнету 

Ares (розробка Python): 

віддалена оболонка  

(remote shell), 

завантаження/вивантаження 

файлів, захоплення знімків 

екрана та запис клавіш,  

що натискаються 

DDoS разом  

із PortScan 

Low Orbit Ion Canon (LOIC) 

для UDP, TCP  

або HTTP запитів 

 

3. РЕЗУЛЬТАТИ 

Існує два підходи до аналізу мережних атак: 

один ґрунтується на аналізі мережної активності, 

інший – на аналізі вмісту пакетів. У цьому дослі- 

дженні ми зосередилися на підході, заснованому 

на аналізі мережної активності. Аналіз активності 

мережі проводився за допомогою спеціалізо- 

ваного програмного забезпечення CICFlowMeter, 

яке генерує двонаправлені потоки, де відправ- 

лення першого пакета визначає шлях до джерела 

призначення та назад до вихідної системи, і 

дозволяє отримати більше 80 статистичних атри- 

бутів мережного трафіка. Для цілей моделювання 

визначено 67 параметрів мережного трафіка у 

кожному потоці. 

Під час підготовки даних було додано новий 

атрибут Label, який ідентифікує потік як конкрет- 

ну атаку чи нормальну роботу інформаційних 

служб. Таким чином, усі дані були позначені 

відповідно до таких значень: Benign, FTP-

BruteForce, SSH-Bruteforce, DoS-GoldenEye, 

DoS-Slowloris, DoS-SlowHTTPTest, DoS-Hulk, 

DDoS attacks-LOIC-HTTP, DDoS-LOIC-UDP, 

DDOS-HOIC, Brute Force–Web, Brute Force –

XSS, Infiltration, Bot. 

Синтез нейромережної моделі (рис. 2) вико- 
нано на основі багатошарового персептрона  
Румельхарта. Багатошаровий персептрон  
Румельхарта є окремим випадком персептрона 
Розенблатта, в якому вагові коефіцієнти нейрона 
коригують за допомогою алгоритму зворотного 
розповсюдження похибки. Особливістю 
нейронної мережі є більше одного шару 
(зазвичай двох чи трьох шарів) [22]. Отже 
нейронна мережа у вигляді персептрона 

Розенблатта ділить вхідні вектори на два класи  
0 і 1. Навчальна послідовність формується з двох 

масивів: вхідного масиву 𝑋 і масиву цілей 𝑌, 
який привласнює кожному зі вхідних векторів 
одного з двох класів. 

 

 

Рис. 2. Модель нейронної мережі 

 

У дослідженні використовувалися три шари: 

вхідний, вихідний і один прихований. Операції 

нейронних мереж зворотного поширення похиб- 

ки можна розділити на два етапи: пряме і 

зворотне поширення. На етапі прямого пошире- 

ння вхідний шаблон застосовується до вхідного 

шару, і його ефект поширюється шар за шаром 

по мережі до отримання результату. Фактичне 

вихідне значення мережі порівнюється з очікува- 

ним виходом, і для кожного з вихідних вузлів 

обчислюється сигнал помилки. Оскільки всі 

приховані вузли певною мірою сприяли виявле- 

нню помилок у вихідному шарі, помилки 

вихідних сигналів поширюються назад від 

вихідного шару до кожного вузла прихованого 

(внутрішнього) шару, що впливає на вихідний 

шар. Потім цей процес повторюється шар за 

Вхідний шар Вихідний шар Внутрішній 

(прихований) шар 

Вхід 1 

Вхід 3 

Вхід 2 

Вхід n 

Вихід 

… 
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шаром, поки кожен вузол мережі не отримає 

повідомлення про помилку, що описує його 

відносний внесок у загальну помилку. 
Після визначення сигналу помилки для кож- 

ного вузла дані про помилки будуть використо- 
вуватися для оновлення значень ваги кожного 
з'єднання, доки мережа не ввійде у стан, що 
дозволяє закодувати всі схеми навчання. 
Алгоритм зворотного розповсюдження помилки 
шукає мінімальне значення функції помилки у 
просторі вагових значень, використовуючи 
техніку, яка називається дельта-правилом або 
градієнтним спуском. Шкали, які мінімізують 
функцію помилок, вважаються розв'язанням 
проблеми навчання [11, 12]. 

У той час, як певний шаблон передається 
вхідному шару у процесі навчання, зважена сума 

входу 𝑗-го вузла у прихованому шарі обчислю- 
ється за формулою 

𝑁𝑒𝑡𝑗 = ∑𝑤𝑖𝑗𝑥𝑗 + θ𝑗 .                   (1) 

Рівняння (1) використовують для розрахунку 

загального входу до нейрона θ𝑗, який є зваженим 

вузлом зміщення, що завжди має вихідне значення 
1. Вузол зміщення вважається "псевдовходом" для 
кожного нейрона у прихованому та вихідному 
шарі і використовується для розв'язання проблем у 
ситуаціях, коли значення вхідного шаблона 
дорівнює нулю. Якщо будь-який вхідний шаблон 
містить нульові значення, нейронна мережа може 
бути навчена без вузла зміщення. 

Щоб вирішити, чи активувати нейрон, значе- 

ння потенціалу 𝑁𝑒𝑡𝑗 дії передається у відповідну 

функцію активації. Результуюче значення функції 
активації визначає вихід нейрона та стає вхідним 
значенням для нейронів у наступних шарах, які з 
ним пов'язані. 

Оскільки однією з вимог до алгоритму зворот- 
ного поширення помилки є те, що функція 
активації має бути диференційована, типовою 

функцією є сигмоїдальне рівняння: 

𝑂𝑗 = 𝑥𝑘 =
1

1+ 𝑒
−𝑁𝑒𝑡𝑗

.                      (2) 

Слід зазначити, що можуть використовуватися 
інші типи функцій, наприклад, гіперболічні. 
Рівняння (1) та (2) застосовують для визначення 
вихідного значення вузла k у вихідному шарі. 

Синтез моделі ґрунтувався на створенні влас- 
ного програмного забезпечення, що реалізує 
навчання та тестування моделі. Основні матема- 
тичні алгоритми, використані для нормалізації 
даних і навчання моделі, виконувались із вико- 
ристанням Weka API (інтерфейс прикладного 
програмування). Weka – це програмне забез- 

печення з відкритим вихідним кодом, випущене 
під GNU General Public License, що містить набір 
алгоритмів машинного навчання для задач інте- 
лектуального аналізу даних. Він містить інстру- 
менти для підготовки даних, класифікації, регре- 
сії, кластеризації, правил вилучення асоціацій і 
візуалізації. Weka містить API, який написаний на 
Java та реалізує існуючі алгоритми навчання з 
мінімальними налаштуваннями. Остаточний мо- 
дуль навчання та перевірки написано мовою 
програмування Java. 

Для ідентифікації події із заданою точністю 

потрібно, щоб відносна помилка не перевищувала 

4 %. Через великий обсяг навчальних даних він був 

розбитий на кілька блоків за типом атаки і прий- 

нято рішення синтезувати окрему нейромережну 

модель для ідентифікації кожного типу атаки. 

Для класифікації атак із використанням 

синтезованої моделі створено спеціальну проце- 

дуру з таким алгоритмом. 

1. Завантаження тренувальних даних. 

2. Визначення номінальних значень із число- 

вих. Нейронна мережа представляє числові зна- 

чення в певному відношенні, ваги коригуються 

від значення величини. Під час процесу норма- 

лізації даних залежності між певними атрибутами 

можуть бути неправильно інтерпретовані і 

заплутати процес навчання. Для критичних 

числових атрибутів, таких як порт (1-65565), 

необхідно змінити представлення. Для 

розв'язання цієї проблеми використовують 

форматування числових значень до номінальних. 

3. Нормалізація даних. Нормалізація даних у 

нейронних мережах – це процес оптимізації зна- 

чень набору даних для числових типів з великого 

діапазону в діапазон значень від 0 до 1 із 

збереженням пропорційності. Нормовані значе- 

ння значно збільшують швидкість навчання моде- 

лі та не порушують правильність її навчання. 

4. Класифікатор узгоджує вихідне значення 

нейронної мережі з типом виявленої атаки. 

5. Валідатори описують вихідні класи мережі, 

які використовуються для відображення значення 

класифікації користувача. 

6. Відбувається класифікація шаблонів на 

основі отриманої відповіді від нейромережі. 

7. Визначення помилки мережі. Якщо дані, що 

передаються у класифікатор, містять шаблони 

збігів, можна обчислити відносну помилку мережі. 

Ми суворо вимагаємо, щоб дані навчання, пере- 

вірки та тестування були отримані з різних машин, 

щоб вони могли ідентифікувати можливості в 

кінцевих точках, які не є частиною даних навчання. 

Зокрема, ми навчаємо модель для 100 епох, 
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перевіряємо продуктивність моделі після кожної 

епохи та вибираємо модель, що забезпечує най- 

кращу продуктивність для даних перевірки. 

Детальна інформація про оцінку адекватності 

отриманої моделі для представлення тестової 

підмножини даних наведена в табл. 2. Ця вибірка 

відображає різні типи атак та їхню відносну 

похибку ідентифікації у разі застосування синте- 

зованої моделі. 

 
Таблиця  2 

Результати випробувань моделі 

Назва атаки Відносна помилка, % 

FTP- Bruteforce 0,15 

SSH- Bruteforce 0,10 

Dos attack GoldenEye 97,50 

Dos attack Slowloris 98,96 

Dos attack LOIC-UDP 100,00 

Dos attack HOIC 0,00 

Dos attack HULK 0,00 

HTTP Benign 80,40 

Infiltration 100,00 

Botnet 0,004 

Inf-Bot Benign 0,00 

 

4. ВИСНОВКИ 

Аналіз отриманих результатів показує, що 

відносна помилка ідентифікації у процесі пред- 

ставлення тестових зразків до синтезованої 

моделі суттєво відрізняється для різних типів 

мережних атак. Як видно з табл. 2, модель не 

може ідентифікувати такі типи DoS-атак, як 

GoldenEye, Slowloris, LOIC-UDP та HTTP 

Benign. Проте загалом подальші дослідження 

можливості використання цього типу нейронних 

мереж на розв'язання завдань ідентифікації 

мережних атак дуже перспективні. Під час 

досягнення прийнятних результатів точність 

моделі ідентифікації дозволить не тільки 

виявляти мережні атаки, а й виконувати прогноз 

подій мережної безпеки на основі ретро- 

спективних даних, накопичених в інформаційній 

системі за період і переданих нейромережною 

моделлю для навчання. 
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Intelligent model of classification  
of network cyber security events 

 
Due to the increased complexity of modern computer attacks, there is a need for security professionals not only to 

detect harmful activity but also to determine the appropriate steps that an attacker will go through when performing an 

attack. Even though the detection of exploits and vulnerabilities is growing every day, the development of protection 

methods is progressing much more slowly than attack methods. Therefore, this remains an open research problem. In this 

article, we present our research in network attack identification using neural networks, in particular Rumelhart's 

multilayer perceptron, to identify and predict future network security events based on previous observations. To ensure 

the quality of the training process and obtain the desired generalization of the model, 4 million records accumulated over 

7 days by the Canadian Cybersecurity Institute were used. Our result shows that neural network models based on a 

multilayer perceptron can be used after refinement to detect and predict network security events. 
 
Keywords: security of information systems; neural network; network security; prognostication. 
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ПОРІВНЯЛЬНИЙ АНАЛІЗ ЕФЕКТИВНОСТІ  
СХЕМ ВИЯВЛЕННЯ ПЕРЕВАНТАЖЕННЯ  

ТЕЛЕКОМУНІКАЦІЙНОЇ МЕРЕЖІ 
 

 
Розглянуто схему виявлення перевантажень і регулювання вхідного потоку даних на основі аналізу функції 

чутливості продуктивності телекомунікаційної мережі. Градієнт функції чутливості характеризує швидкість 

зміни цієї функції і надає оптимальний напрямок для налаштування швидкості джерела даних. Для визначення 

функції чутливості запропоновано використання простої нейронної мережної моделі динамічної системи. 

Визначення градієнта за поточним значенням знаку функції чутливості показника продуктивності здійснюють на 

основі алгоритму адитивного збільшення/множинного зменшення. Указаний алгоритм є альтернативою системи 

прогнозування перевантаження і керування потоком, заснованої на контролі поточного значення величини черги 

порівняно із заданим порогом. Розглянуто нейронну модель для багатокрокового передбачення стану черги з боку 

приймача телекомунікаційної мережі. Запропоновано й обґрунтовано схему багатокрокового передбачення стану 

черги. Для передбачення та завчасного виявлення перевантаження використано апарат загальної теорії 

чутливості з непрямим зворотним зв'язком та керуванням активністю джерел повідомлень. Результати цієї 

теорії застосовано для побудови системи керування з непрямим зворотним зв'язком, що дозволяє економити 

канальний та обчислювальний ресурси. Представлено результати порівняльного аналізу способів контролю 

перевантаження на підставі аналізу довжини черги і на основі аналізу показника чутливості з 1-кроковим та  

3-кроковим горизонтами передбачення стану мережі. Дослідження проведено для синусоїдальної функції вузького 

місця черги. Показано, що ключові показники ефективності для схеми на основі функції чутливості кращі, ніж для 

схеми на основі аналізу довжини черги. Схема на основі аналізу розміру черги чутливіша до змін у швидкості 

обслуговування черги, а коливання швидкості джерела даних менші для схеми на основі чутливості. Для систем на 

основі аналізу функції чутливості схема з 3-кроковим горизонтом передбачення стану забезпечує кращу 

продуктивність і меншу величину черги на обслуговування ніж схема з 1-кроковим горизонтом.  

 

 
Ключові слова: телекомунікаційна мережа; прогнозування перевантаження; функція чутливості; градієнт; 

нейронна система;керування чергою; горизонт передбачення. 
 

 

1. ВСТУП 

Ключові показники ефективності функціону- 

вання телекомунікаційної мережі значною мірою 

визначаються способами й алгоритмами керува- 

ння потоками даних і маршрутизації. Саме ці два 

напрямки пов'язані з розв'язанням ключової 

задачі інформаційного обміну – прогнозування і 

запобігання перевантаженням. 

Головна вимога до використовуваних методів 

маршрутизації – статичних чи динамічних, ло- 

кальних чи децентралізованих тощо – це спря- 

мувати повідомлення від джерела до місця приз- 

начення таким чином, щоб затримка даних у 

мережі була мінімальною, а  керування трафіком 

даних мало б забезпечити уникнення чи міні- 

мізацію появи перевантаження [1–3]. 

Телекомунікаційна мережа представляє собою 

сукупність ресурсів, що використовуються конку- 

руючими користувачами. Ресурси телекомуніка- 

ційної мережі (буферна пам'ять, смуга пропуска- 

ння, процесорний час, простір імен, логічні 

канали) мають обмежені (скінченні) можливості, 

які спричиняють виникнення конфліктів між 

користувачами. Це може призвести до суттєвого 

зниження продуктивності системи до такого 

моменту, що система стає "засміченою" внаслідок  
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багатократного дублювання даних і різкого збіль- 

шення технологічної керівної інформації. Унаслі- 

док цього пропускна здатність суттєво зменшу- 

ється, можливо і до нульової позначки. Це є 

типова поведінка "конкуруючих" систем [3–6]. 

Така ситуація може призвести до колапсу мережі. 
Існує декілька визначень перевантаження, які, 

однак, не суперечать одне одному. Будемо ко- 
ристуватись таким визначенням [7–9]: "пере- 
вантаження – це втрата даних користувачем, 
спричинена збільшенням навантаження в мере- 
жі". Тоді керування перевантаженням можна 
визначити як набір механізмів, що запобігають 
таким негативним для користувача наслідкам або 
зменшують їх. Якщо мережа не здатна запобігти 
втраті даних користувача, тоді потрібно спро- 
бувати максимально обмежити втрати, і в по- 
дальшому спробувати, щоб система була справед- 
ливою до всіх постраждалих користувачів. 

Перевантаження має значний вплив на ключо- 
ві показники ефективності телекомунікаційної 
мережі і якість обслуговування користувачів. Ска- 
зане вище обумовлює актуальність і необхідність 
проведення досліджень у цьому напрямку. 

2. ПОСТАНОВКА ЗАДАЧІ  

ДОСЛІДЖЕННЯ 

Одним із способів запобігання перевантаженню 
є збільшення об'єму пам'яті вхідних буферів [4]. 
Однак зі зростанням об'єму буферної пам'яті 
(розбухання буфера – Bufferbloat) збільшується 
кількість необроблених пакетів, а головне – збіль- 
шується час очікування їхнього оброблення. Це 
може привести до перевищення допустимих норм 
тривалості тайм-ауту, що призводить до подаль- 
шого зниження корисної пропускної здатності 
мережі і  може спричинити виникнення лавинного 
процесу: переповнення буфера призводить до втра- 
ти пакетів, які доведеться передавати повторно або 
навіть кілька разів. Таким чином, обчислювальний 
вузол маршрутизатора-відправника отримує над- 
лишкове паразитне завантаження, що може при- 
звести до збільшення негативних наслідків, пов'я- 
заних із перевантаженням. 

У роботах [10–12] запропоновано розгорнуту 
класифікацію способів і алгоритмів боротьби з 
перевантаженнями, які використовують нині, 
розглянуто алгоритми RED, ТСР Veno, Tail Drop, 
WRED (weighted random early detection) тощо. 
Однак згадані роботи [10–12] носять, певною 
мірою, оглядовий характер, не приводяться кіль- 
кісні порівняльні оцінки ефективності і склад- 
ності розглянутих методів, зокрема. Причиною 
цього, очевидно, є неможливість детального 
аналізу внаслідок відсутності статистики достат- 
ньо великого об'єму. 

Важливу роль у системах керування потоками 
даних і прогнозуванні перевантаження відіграють 
показники чутливості складних систем. У фунда- 

ментальній роботі 13 визначено категорію чут- 
ливості складної системи як математичного по- 
казника та запропоновано логарифмічні функції 
чутливості.  

У [14] розглянуто способи і методи визначення 
чутливості вихідних характеристик телекомуні- 
каційних мереж як систем масового обслугову- 
вання. В основу цих способів покладено моделі 
керування чергою для адаптації регульованого 
доступу зовнішнього трафіка в систему з метою 
отримання очікуваної межі продуктивності. 

Однак асимптотичні характеристики функцій 
чутливості в роботі остаточно не визначено, не 
отримано аналітичні вирази для функціонального 
зв'язку параметрів функцій чутливості та відпо- 
відних параметрів системи керування чергами. 

Метою цього дослідження є вдосконалення і 
розроблення способу контролю і прогнозування 
перевантаження в телекомунікаційній мережі з 
використанням явного зворотного зв'язку за  зна- 
ком функції чутливості продуктивності мережі, а 
також виконання порівняльного аналізу відомих і 
запропонованих рішень. 

3. КОНТРОЛЬ ПЕРЕВАНТАЖЕННЯ  

ТЕЛЕКОМУНІКАЦІЙНОЇ МЕРЕЖІ  

НА ОСНОВІ АНАЛІЗУ  

ФУНКЦІЇ ЧУТЛИВОСТІ 

У [15] розглянуто схему контролю переван- 
тажень із використанням зворотного зв'язку за 
знаком функції чутливості продуктивності теле- 
комунікаційної мережі. Для визначення цієї 
функції запропоновано використання простої 
нейронної мережної моделі динамічної системи. 
Запропонований алгоритм адитивного збільше- 
ння/множинного зменшення визначає зміну 
швидкості джерела даних залежно від знаку 
функції чутливості показника продуктивності. 
Указаний алгоритм є альтернативою системи 
прогнозування перевантаження і керування 
потоком, заснованої на пороговому заповненні 
черги, тобто контролю перевантаження за 
показником довжини черги. 

Алгоритм і правило регулювання адитивного 
збільшення/множинного зменшення швидкості 
джерела визначає аналітичний вираз вигляду 

ˆ ( τ)
( ) ( τ) ,

( ) ( )

1,2,..., .

J G t i
J t E t i

R t R t

i L

  
     

 



     (1) 

Тут J(t) – оціночні дані про наявність чи загрозу 
перевантаження; ∆J(t) – градієнт системи оці- 
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нювання перевантаження в момент часу t;  
G(t) – довжина черги або затримки обслугову- 

вання в момент часу t; Ĝ (t+iτ) – прогнозована 

довжина черги або затримки обслуговування в 
момент часу t+iτ, вихід нейронної мережі;  
R(t) – миттєва швидкість черги на вході в момент 

часу t ; E(t) – функція відхилення параметра, що 

відслідковується (помилка); τ – період часових 
відліків, період тактової частоти системи;  
L – горизонт передбачення. 

Зауважимо, що похідна ∂ Ĝ  (t+iτ)/∂R(t) у 

нашому випадку представляє собою параметр 

чутливості мережі – градієнт показника ефектив- 

ності системи [7].  

На основі виразу (1) визначається параметр 

Rqs – швидкість обслуговування черги (queue 

service). 

Визначимо функцію вартості (cost function), як 

цільову функцію наявності перевантаження, 

таким чином: 

   
21 12 ˆτ τ , 1,2,..., .

2 2
J e t i Q G t i i L       

 
  (2) 

Тут Q – заздалегідь установлена характерис- 

тика системи, у нашому випадку максимально 

допустиме значення довжини черги.   

Керівний сигнал в (1) для R(t) (швидкість 

джерела даних) повинен бути обраний так, щоб 

мінімізувати J. У дискретному випадку керівна 

змінна оновлюється відповідно до такого правила 

градієнтного спуску [16]: 

( τ) ( ) ( ) ( ) η
( )

J
R t R t R t R t

R t


    


.   (3) 

Індикатор перевантаження B(t) формується за- 
лежно від градієнта системи ∆J(t) у момент часу t 
[15]:  

)

( ) 0,

(

( ) 0 i

( ) 0

f

1 if .

B

n

t

B t

J n

J






 

 
            (4) 

На рис. 1 показано схему регулювання вхід- 

ного потоку (РВП) від джерел даних D1…Ds на 
основі аналізу показника чутливості [15]. Однак 
вона не дає повного уявлення щодо гарантованого 
прогнозування перевантаження на основі аналізу 
показника чутливості. 

Необхідно пояснити, у чому полягає різниця 
між задачами запобігання перевантаженню і 
керування потоком. Запобігання перевантаженню 
гарантує, що мережа справиться із запропоно- 
ваним їй трафіком. Для розв'язання цього питання 
необхідно аналізувати поведінку всіх хостів і 

маршрутизаторів, процесів зберігання і переси- 
лання даних, а також ураховувати багато інших 
чинників, що знижують пропускну спроможність 
мережі [17, 18].  

 

 

Рис. 1. Cхема регулювання вхідного потоку даних 

 
Керування потоком, навпаки, належить до 

трафіка між двома конкретними станціями – 

відправником і отримувачем. Завдання керування 

потоком полягає в узгодженні швидкості передачі 

відправника зі швидкістю, з якою отримувач 

здатний приймати потік пакетів.  

Керування потоком зазвичай реалізується за 
допомогою зворотного зв'язку між отримувачем і 
відправником. 

Слід зауважити, що алгоритми боротьби з 
перевантаженням також використовують зворот- 
ний зв'язок у вигляді спеціальних повідомлень 
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щодо уповільнення темпу передачі даних різними 
відправниками. Таким чином, хост може отри- 
мати повідомлення щодо уповільнення передачі у 
двох випадках: коли з потоком, що передається, 
не справляється отримувач, або, коли з ним не 
справляється вся мережа. 

На рис. 2 зображено схему виявлення переван- 

таження зі зворотним зв'язком по параметру  

G(t) – довжина черги або затримки обслуговування.  

Зазначимо, що обчислений нейронною мережею 

прогнозований параметр ˆ ( ),G t  у точках форму- 

вання відхилень враховується з різними знаками. 

Аналітичне представлення алгоритму керува- 

ння адитивним збільшенням/множинним зменше- 

нням швидкості джерела полягає в такому [19]: 

( ) , ( τ) 0,
( τ)

( ) , ( τ) 0.

R t F J n
R t

R t F J n





    
  

    
       (5) 
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R1(t)

G(t)

ГрадієнтНМ

 J

.

.

+ +
A1

E(t)

A1

1

 ˆ ( )G t

 

Рис. 2. Схема виявлення перевантаження зі зворотним зв'язком 

 
Значення величин R1(t)…RS(t) (швидкості регу- 

льованих вхідних потоків від джерел даних 

D1…Ds) поступають на вхідний шар нейронної 

мережі НМ. На основі аналізу отриманих даних і 

поточного значення довжини мережної черги G(t) 

вихідний шар нейронної мережі відслідковує 

величину функції J (наявності чи загрози пере- 

вантаження) та її відхилення. Знак величини від- 

хилення sgn∆J враховується вузлом призначення 

під час формування сигналу зворотного зв'язку. 

4. ПОРІВНЯЛЬНИЙ АНАЛІЗ  

ЕФЕКТИВНОСТІ СХЕМ ВИЯВЛЕННЯ  

ПЕРЕВАНТАЖЕННЯ 

Параметри і показники функціонування теле- 

комунікаційної мережі можуть змінюватися із 

часом, тому в керівній схемі необхідне онлайн 

навчання нейронної мережі 20. 

Алгоритм навчання нейронної мережі і 

формування ознаки перевантаження детально 

розглянуто в [15].  

Розглянемо одне з'єднання з таким набором 

параметрів: 

• пікова швидкість джерела Rmax=100 пакетів 

за одиницю часу;  

• мінімальна швидкість Rmin = 0 пакетів за 
одиницю часу;  

• одиниця часу τ = 0,25 мс;  
• поріг перевантаження встановлений при  

Q = 500 пакетів; 
• коефіцієнт адитивного збільшення  

F+= Rmax/16;  
• коефіцієнт мультиплікативного зменшення 

F‒=15/16;   
• затримка округлення із 6 одиниць часу – 6τ. 
Розглядається тришарова нейронна мережа: 

вхідний, вихідний і прихований шари склада- 
ються з 8 нейронних елементів кожен.  

Для визначення стану вузького місця черги 
(bouttleneck queue) досліджують 1- і 3-крокові 
горизонти передбачення. Числові значення 
вузького місця визначено синусоїдальною 

функцією integer[35(1+sin(2πτ/T))+10] пакетів за 
одиницю часу (integer – ціла частина числа). 

Представимо результати порівняльного аналі- 
зу таких способів контролю перевантаження: 

а) на основі аналізу довжини черги (рис. 3); 
б) на основі аналізу показника чутливості з  

1-кроковим передбаченням стану мережі (рис. 4); 
в) на основі аналізу показника чутливості з  

3-кроковим передбаченням стану мережі (рис. 5). 
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Спосіб а) реалізується на основі схеми, пока- 
заної в [1] на рис. 1. Способи б) і в) реалізуються 
на основі схем, зображених на рис. 1 і 2 цієї статті. 

На графіках прийнято такі позначення: 
пунктирна лінія – реальні значення параметрів, 

суцільна – прогнозовані; 

G – розмір черги (кількість запитів); 
Rqs – швидкість обслуговування черги (queue 

service), запитів/с; 
Rds – швидкість джерела даних (data source), 

запитів/с. 
 

 

   
а) розмір черги G б) швидкість обслуговування 

черги Rqs 

в) швидкість джерела Rds 

Рис. 3. Контроль перевантаження на основі аналізу довжини черги 

 

 
  

а) розмір черги G б) швидкість обслуговування 

черги  Rqs 

в) швидкість джерела Rds 

Рис. 4. Контроль перевантаження  

на основі схеми чутливості з 1-кроковим передбаченням 

 

   
а) розмір черги G б) швидкість обслуговування  

черги  Rqs 

в) швидкість джерела Rds 

Рис. 5. Контроль перевантаження  
на основі схеми чутливості з 3-кроковим передбаченням 
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Визначимо такі показники ефективності для 

виконання моделювання: 

• max max{ ( ), 0 }G G t t T    ,   

тут максимальне значення G(t) відображає розмір 

буфера, потрібний вузькому місцю для уникнення 

втрати пакету, T – час виконання моделювання; 

• середній розмір черги і швидкості джерела, 

визначено як   

1
( )

0

T
f f t dt

T
  ; 

• дисперсію розміру черги і швидкості дже- 

рела, визначено як 

12 2σ ( ) [ ( ) ]

0

T
f f t f dt

T
  . 

Аналіз зображених графіків свідчить про таке: 

1) величини черги G менші для схеми на основі 

чутливості (рис. 4,а і 5,а) ніж для схеми на основі 

черги (рис. 3,а). Разом із тим схема на основі 

чутливості з 3-кроковим передбаченням стану 

(рис. 5) забезпечує кращу продуктивність, тобто 

меншу величину черги на обслуговування, ніж 

відповідна схема з 1-кроковим передбаченням 

(рис. 4);  

2) Схема на основі аналізу розміру черги 

чутливіша до змін у швидкості обслуговування 

черги (рис. 3,б), ніж схеми на основі чутливості 

(рис. 4,б і 5,б). У схемі на основі черги слід 

зазначити, що за значного зниження швидкості 

обслуговування розмір черги зростає екстенсив- 

но, раніше спостережуваних значень. Збільшення 

розміру черги стабільніше за тих самих умов для 

схем на основі чутливості;  

3) коливання швидкості джерела Rds менші для 

схеми на основі чутливості (рис. 4,в і 5,в) ніж для 

схеми на основі черги (рис. 3,в). Аналізуючи 

схеми на основі чутливості, зауважимо, що для  

3-крокового передбачення керівні сигнали зво- 

ротного зв'язку (тобто, двійковий біт затору), 

отримані у джерелі даних з мережної черги, 

несуттєві у віці й відображають ближчі мережні 

умови порівняно з 1-кроковим передбаченням 

процесу. У схемах керування затором на основі 

зворотного зв'язку зі значними затримками поши- 

рення керівні сигнали, отримані у джерелах, 

можуть бути застарілими, і в результаті відповідь 

керування вступить у силу тільки після деякої 

затримки. Недоліком передбачення на основі 

аналізу стану черги є те, що чим із більшою 

затримкою ми робитимемо передбачення, тим 

складніше буде отримати передбачення з неве- 

ликими помилками. 

Короткий перелік результатів моделювання 
для синусоїдального типу вузького місця наве- 
дено в таблиці, де Gav і Rav позначають середній за 
часом розмір черги і швидкість джерела. 

 
Таблиця 

Перелік результатів моделювання 
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У цій роботі, на відміну від традиційних 

систем контролю перевантаження за змінами 
стану та параметрів черг, запропонована система 
працює за оптимальними алгоритмами налашту- 
вання вагових параметрів. Завдяки цьому підви- 
щується точність визначення керівних сигналів, 
зменшується вплив їхньої затримки і, як резуль- 
тат, мінімізуються середні витрати ресурсу. 

Розлянута система керування телекомуніка- 
ційною мережею по суті представляє собою ста- 
тичну нейронну мережу, до складу якої вводиться 
зворотний зв'язок через елемент затримки на один 
такт [19, 20]. Це припущення для пакетних 
телекомунікаційних мереж є вельми логічним.  

6. ВИСНОВКИ 

Проведені дослідження показують, що підхід 
на основі чутливості здатний зменшити величину 
коливань черги (як показує значення дисперсії в 
таблиці), але не може повністю усунути коли- 
вання. Використання чутливості функції про- 
дуктивності системи дозволяє виявити затор 
своєчасно, і це веде до своєчасної реакції керу- 
вання зворотним зв'язком із джерелами даних. 
Використання нейронної архітектури для реалі- 
зації функції чутливості і градієнта цільової 
функції під час збільшення горизонту передба- 
чення забезпечують прийнятні значення затримки 
повідомлень зворотного зв'язку і тим самим 
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покращують точність передбачення і виявлення 
перевантажень у телекомунікаційних мережах. 
Розроблено метод керування перевантаженнями 
телекомунікаційної мережі з використанням 
нейронної мережі як системи моніторингу та 
керування. Запропоновано й обґрунтовано схему 
багатокрокового передбачення стану черги. Для 
передбачення та завчасного виявлення пере- 
вантаження використано апарат загальної теорії 
чутливості з непрямим зворотним зв'язком і 
керуванням активністю джерел повідомлень. 
Результати цієї теорії використано для побудови 
системи керування з непрямим зворотним зв'яз- 
ком, що дозволяє економити канальний та 
обчислювальний ресурси. У результаті перевірки 
теоретичних результатів шляхом комп'ютерного 
моделювання отримано кількісні порівняльні 
оцінки ефективності (точності та потрібного 
обчислювального ресурсу) розробленого методу 
та методів, що існували раніше. Можна 
стверджувати, що з довершеною архітектурою 
нейромережі, придатною для моделювання 
динаміки системи, можна отримати уповні 
задовільну продуктивність телекомунікаційної 
системи як об'єкта керування. 
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Comparative analysis of the efficiency  
of telecommunication network overload detection schemes 

 
The scheme of congestion detection and regulation of input data flow based on the analysis of the sensitivity function 

of the telecommunication network performance is considered. The gradient of the sensitivity function characterizes the 

rate of change of this function and provides the optimal direction for adjusting the speed of the data source. To determine 

the sensitivity function, the use of a simple neural network model of a dynamic system is proposed. Determination of the 

gradient on the current value of the sign of the sensitivity function of the performance indicator is based on the algorithm 

of additive increase / multiple decrease. This algorithm is an alternative to the system of overload prediction and flow 

control, based on the control of the current value of the queue in comparison with a given threshold. The neural model 

for multi-step prediction of the queue state on the side of the telecommunication network receiver is considered. 

The results of comparative analysis of congestion control methods based on queue length analysis and sensitivity 

analysis with 1-step and 3-step horizons predicting network status are presented. The study was conducted for sinusoidal 

function of the narrow queue. It is shown that the key performance indicators for the sensitivity function-based scheme 

are better than for the queue length analysis scheme. The queue size-based scheme is more sensitive to changes in queue 

maintenance speed, and data source speed fluctuations are less sensitive for the sensitivity-based scheme. For systems 

based on sensitivity function analysis, a 3-step horizon predictor provides better performance and a smaller maintenance 

queue than a 1-step horizon scheme.  
 
Keywords: telecommunication network; congestion forecasting; sensitivity function; gradient; neural system; queue 

management; prediction horizon. 
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